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All representation functions of ISO(n) have been found in explicitl~ closed form. ~hey c~n all be 
expressed in terms of Bessel functi~ns and Clebsch-Gordan coeffiCIents of SO(n) mvolvmg the 
most degenerate representation [k,O]. 

I. INTRODUCTION 

The inhomogeneous orthogonal group ISO(n) is of 
great importance in physics. ISO(3) is the Euclidean group 
in 3-space, and is the basic group for the time independent 
Schrodinger equation, which is the starting point for nonre
lativistic scattering problems. ISO(4) is perhaps connected 
with ISO(3, 1), which is the Poincare group. It will therefore 
be useful to obtain the representation functions of ISO(n) in 
general, both for its intrinsic significance and its application 
to physics. 

The irreducible representations ofISO(n) have been ob
tained by Chakrabarti, I who showed that an irreducible re
presentation in ISO(2k ) and ISO(2k + 1) is characterized by 
k numbers: y, which is continuous, and 
(mn + 1,2 ,m n + 1,3 , ... ,mn + I,k ], which are discrete. The 
branching rules for [m n + 1,2 , ... ,mn + I,k ] show that they are 
equivalent to the labels characterizing an irreducible repre
sentation of SO(n - 1). The relationship between ISO(n) 
and SO(n,l) has been given by Wong and Yeh/ who have 
also obtained the eigenvalues for the invariant operators of 
ISO(n),3 and the shift operators with their normalization 
constants.' 

It has been known for a long times
,6 that the representa

tion functions ofISO(2) and ISO(3) are connected with ordi
nary Bessel functions J k (z) and spherical Bessel functions I 

II. REPRESENTATION FUNCTIONS OF 150(2) and 150(3) 

jk (z) respectively. It is our purpose to show that this relation
ship can be generalized to ISO(n). If one defines a Bessel 
function of "nth order," denoted by J 1n )(z), as 

J 1n )(z) = Zl - n12 J k _ I + n/2 (z), (1.1) 

then one can make the following statement valid for all n: 
The representation functions ofISO(n), n > 2, are express
ible as a summation over k of J 1n )(z), k = 0,1, ... ,00. 

Weare able to obtain this result through the theory of 
induced representations. For an excellent exposition, see, for 
example, the recent book by Barut and Ra~zka. 7 This ap
proach was used by Wolf S to obtain the representation func
tions ofISO(n), as well as SO(n + 1) and SO(n, 1), in terms of 
the d functions ofSO(n). However, Wolf did not explicitly 
evaluate the integral he has obtained through the induced 
representation. We wish to show that the integral can be 
evaluated in a simple way, with the result that the represen
tation functions of ISO(n) can be expressed as a sum over k 
of J 11t )(Ys), multiplied by two CG coefficients ?f SO(n), in
volving the most degenerate representation [k,O] ofSO(n). 

In Sec. II, we rederive the results ofISO(2) and ISO(3) 
in terms of our method, and discuss briefly Wigner's con
traction process. In Sec. III we obtain the representation 
function ofISO(4) explicitly. In Sec. IV we obtain the gener
al representation functions for all ISO(n). All these expres
sions are in explicitly simple and closed form. 

We derive all our results from the basic integral obtained by Wolf,s 

(dimn J dimn 1')112 (VolH)2 
Id y

•
L (5)- ~-~----~---'~ 

JL'J' - dimn _ ,L dimn _ I L' VolGVolK 

XL dimn _ 2 MI." sinn - 2() d() -d-fM-L-'-«()-) exp(iyS cos() d f~L' «(), 
M 0 

(2.1) 

where 

r(nI2) 
(2.2) 

VolGVolK 1T1/2r<!<n - 1» 

Equation (2.1) is valid for n > 2. For n = 2, the limit of integration goes from Oto 21T, and the integral should be divided by 
2. So for ISO(2), we obtain 

(2.3) 

Now we use the well known expressions (Ref. 5, p. 73) 
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eiyl;cose = f i' J,(yS) e ile . 
,~ 

Substituting (2.4) into (2.3) and performing the integration, we obtain 

i d y • (s) = im" - m;, J . (.t-). 
m 12 mll mil - mil Y!::1 

This result was obtained by Wigner6 through the contraction of the d function ofSO(3), i.e., 

lim d ~n (ys II) = Jm _ ,,(ys). 
l.'l) 

(2.4) 

(2.5) 

(2.6) 

This resul t can be deri ved from the relationship between the Bessel function and the limit of Jacobi polynomials P ~a.P)( coszl n ) 
as n-+oo,9 i.e. (Ref. 9, Eq. 41, p. 173), 

" • 00 

For ISO(3). we have 

idy,mN .. f.t-) = [(2m + 1)(2m' + 1)]lIZr (3/2)1T- 1I2 l" sinOdOd mlJ (O)d m;, (0)/1'5COSI1 
m. "m." ~ 13 13 m~4m12 m 24 m l2 

o 
ml1,n l 2 

This time we use the expansion (Ref. 10, p. 128) 

ei1'Scose = ! iL(2L + l)jL(YS)PL(cosO). 
L ~O 

In terms of the d functions of SO(3), we have, 

PL (cosO) = d ~o(O). 

Next we write 

t ' L II) t' L II ) d m,] (O)dL(O)_~C 13 C 13 d' (0) 
m,.m 12 00 - £.J 0 mOm m 24m 12 

, 24 24 12 12 

From the orthogonality property of the d functions ofSO(3), 11 we obtain 

1" sinO dO d:;;m
12

(O) d~!4m12(O) = 2(21 + 1)-ID1.mlJ · 

Substituting (2.9), (2.10), (2.11), and (2.12) into (2.8), we obtain 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

This result is in agreement with Millers and Wigner/ with the additional remark that in both Miller's equation (6.41) and 
Wigner's equation (12.24), m = n. 

Again Wigner has shown that this result can be obtained from contracting the d function ofSO( 4). This is done as follows: 
Write the d function ofSO(4) as 

(

{-(m I4 + m24 ) f(m l4 - m24 ) 
dm,.,m;,(O) = "[(2m + 1)(2m' + 1)]112 

m,lm" L 13 13 
m m m l2 -m 

frl 1 2 n1 t2 

where 

2 

x(!(m I4 + m Z4 ) 

-m m 
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H (fJ) = " ( _ 1)(m,4 + m'4)/Z - me - ZimO (-!(m I4 + mZ4 ) !(m I4 + m24 ) K\ 
(m,. + m'4)/Z,K ~ _ m m O) 

=K!( (m14 +m24 -K)! )1/2 (2isinfJ)KC K+ I (cosfJ). 
( K 1)' m'4+m'4-K ml4 +m24 + + . 

(2.15) 

The contraction process goes as follows: Write fJ as Ys 1m 14 and take the limit as m 14 - 00. Then we have 

~) (2.16) 

(2.17) 
m J4-.... oo 

where (2.17) is a direct consequence of (2. 7) and the relationship between Jacobi polynomials and Gegenbauer polynomials,9 

i.e., (Ref. 9, p. 174, Eq. 4), 

(A + !)nC~(x) = (U)n p~aa)(x), a = A -~. 

Thus Wigner's result can be summarized as follows: 

where the left-hand side is the d function of SO( 4), and the right-hand side is the d function of ISO(3). 

III. REPRESENTATION FUNCTION OF ISO(4) 

ForISO(4), we have 

ld ym" , ,( to) = [(m I4 + mZ4 + I)(m'4 - mZ4 + I)(mi4 + m~4 + I)(mi4 - m24 + I)]IIZ 
m,.m'4m'4m'4 ~ (2m + I)(2m + 1) 

m13 m l3 2S 13 

Now write 

eiyScosO = L kn (Ys )(YS) - IC! (cosfJ )(n + 1) - I , 
n 

where C ! (cosfJ ) is the Gengenbauer polynomial. 

(2.18) 

(2.19) 

(3.1) 

(3.2) 

To obtain kn (Ys), we multiply both sides ofEq. (3.2) by sin2fJC! (cosfJ) and integrate over dfJ from 0 to 1T. Then due to the 
orthogonality property of the Gegenbauer polynomials,'2 the right side becomes (Ref. 12, p. 462, Eq. 5) 

L kn(ys)(YS)-' r7r 
C;;'(cosfJ)C;'(cosfJ)sinzmfJdfJ 

n (n + 1) )0 

= "8 ,8, 1TF(n+2m) k (.to)( .to)-I(n 1)-1 
~ mm nn 22m-l(m + n)n![F(m)F n y~ y~ + . 

In our case here, m = 1 in Eq. (3.3). 
The left-hand side becomes a Bessel function through the following formula (Ref. 9, p. 178, Eq. 38): 

F(A + !)(U )nin(yS) -" JH n (Ys)(n!) - 12"1TIIZ = i7r eiYSCOSOC~(cosfJ) sinz"fJ dfJ. 

In our case here, A = 1. Equating (3.3) and (3.4), we obtain 

kn (Ys) = 2(n + 1)21T - IJn + I (ys)· 

Now from the representation theory ofSO(4), (See, e.g., Freedman and Wang13
), we have 

d ~g(fJ) = (n + 1) - IC ~(cosfJ). 
00 

Next we write 
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where the C 's are CG coefficients ofSO( 4), whose value has been obtained by Biedenharn 14 in terms of9-j symbols ofSO(3). In 
our present case, because of the presence of a zero term, the 9-j symbols are actually reduced to 6-j symbols. 

Next we use the orthogonality relation for the d functions of SO(4),13 

I (IT d() sin2() d:;:::: «() d:~mJ() = 8
m

'4
P 

8
m

"Q 1T(2m25 + 1)(
2m

I3 + 1) . 
M Jo M M M M 2(m14 + m 24 + 1)(mI4 - m 24 + I) 

(3.8) 

Substituting Eqs. (3.2), (3.5), (3.6), (3.7), and (3.8) into Eq. (3.1) and collecting the results above, we obtain the final result 
for ISO(4): 

I d ym
" (I:) 

m14m~4 m~4m~4 :, 

rn , \ '"1\ 

where ! ... J is a 6-j symbol as defined in Edmonds. II 

IV. REPRESENTATION FUNCTIONS OF ISO(n) 

The procedures used in the previous two sections are now generalized to obtain the representation functions of all ISO(n). 
First we use the following expansion: 

e'l'S cose = I K k (y€ )C 1 - n12( cos() )(Y€) I - n12 . (4.1) 
k 

To obtainKk(y€), we multiply both sides of(4.1) by C L - n12(cos() )sinn - 2() and integrate over d() from 0 to 1T. Using Eq. 
(3.3), we obtain the left-hand side as 

(k!) - 121 - n121T1/2r «n - 1)/2)(n - 2)J (y€)1 - n12 Jk _ 1 + n12 (y€). (4.2) 

Using the orthogonality relations for the Gegenbauer polynomials on the right, we obtain, for the right-hand side, 

K( 1:)(I:)I-n/2 1T112r(k+n-2) (4.3) 
kY~ y~ 2n-3(k-l+n/2)k![r(-I+n/2)]2 

Therefore we find: 

(4.4) 

However, it has been found by Vilenkin l2 that the representation functions ofSO(n) for the most degenerate representa
tion [k,O] are expressible as Gegenbauer polynomials, i.e., 

d I k.OI «() - C - 1 + nI2(cos() )/C -- 1 + n12(I) 
10110 I - k k, 

where 

C
k 

1 +-n12(1) = r(n+k-2). 
k !F(n - 2) 

We can then combine the two d functions through CG coefficients of SO(n): 

d[m:,l «()dlk.OI 
[m", ,. 11m" ,I 101101 
[m" ,I [m" ,I 101101 

Integrating over (), using the orthogonality property of 
the d functions ofSO(n) [Ref. 8, Eq. (3.13)], we obtain a 
Kronecker delta 8[m~l [m" r Thus the sum over [m~] in Eq. 
(4.7) can be performed. The final result for the representa
tion functions ofISO(n) is: 

[dY' [m", ,.2 ... J (€) 
[m"J [m:.l 

[m" ,I [m" ,J 
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where K, (yO amd C k- I + nI2(1) are given in Eqs. (4.4) and 
(4.6) respectively, and 

C([m;,] [k~O]II[mn]) 
[ ... ] [0] [ ... ] 

is an isoscalar factor ofSO(n). 
This gives us a good reason to calculate the CG coeffi

cients ofSO(n) involving the most degenerate representation 
[k,O]. In this paper we have made no attempt to calculate 
these coefficients. It is worth noting that these coefficients 
for SO(n), n;p5, are not multiplying free. Therefore the cal
culation of these coefficients is also intimately connected 
with the solution of the multiplicity problem of the CG coef
ficients ofSO(n). Gavrilik and Klimyk15 have claimed that 
all multiplicity-free CG coefficients ofSO(n) can be obtained 
in principle. As far as we know, no explicit expressions for 
k> 1 have been obtained for SO(n), n;p5. We urge the work
ers in this field to obtain an explicit expression for the CG 
coefficients in Eq. (4.8). 
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The behavior of a qv(x) = Iv(x )/Iv
Q (x), where Iv is a modified Bessel function with 

integral or half-integral index v and Iva the leading term of its asymptotic series, is 
investigated for x:> 1. It is shown that qv( x) may be approximated by 
ev(x) = exp( - v 2/2x), the difference rv(x) = qv(x) - ev(x) being of order x -1/4. 
Bounds for r v( x) depending only on x are derived for each of the two classes of v's and 
an application of these results in scattering theory is indicated. 

1. INTRODUCTION 

The modified Bessel functions I yare well known special 
functions 1 closely related to the ordinary Bessel functions J, 

Iy(x) = e- i
v(

1r12>Jy(ix), x real. (1) 

Their asymptotic behavior for large positive x and moderate 
I vi «x) is given by the asymptotic series 

Iy(X)-I~(X){l _ 4~: 1 + (4v - 1)(4v - 9) _ ... }, 
2!(8x)2 

(2) 
I~(x) = (21TxtI/2ex, 

and for I vi comparable to or larger than x (:> 1) by the uni
form asymptotic expansion 

I y(x)-(21TV)-1/2(1 + x2IvtI/4eY'1{ 1+ 3t ;:t 3 + .. J 
7J=(I+x2Iv)1!2+ln V

X 
212' 

v+( +X)I 

(3) 

The series on the rhs ofEqs. (2) and (3) are both semiconver
gent and the number of terms needed for the best approxima
tion of the lhs depends both on x and v. However, taking only 
a glance at Eq. (2) one could be tempted to replace the curly 
bracket by exp( - v 12x), putting up with an error of order 
X-I. 

The main result of this paper is that such an approxima
tion is actually possible if the index v is an integral or half
integral number. Let [v] and ry(x) be defined by 

[v] = [O]<===>v integer, (4) 
[v] = H1<===>v half-integer, 

ry(x) = Iy(x)II~(x) - exp( - vl2x). (5) 

Then as is shown in Sec. 2 the following relations hold true: 
Iry(x) I <r[vi(x), (6) 

r[OI(x) = 1,07x- I/4 for x>l, (7) 
r[l12I(x) = 23,06x- It4 for x>2. (8) 

Furthermore, let the real function F lv I, F = A or Z, be de
fined by 

A 101(a) = (XI1T)1/4e"(COSa - I) = (XI1T) 1/4e - x I 1m (x)eima, 
m 

(9) 

Z 1°1 = (4~xtl/4 I e - (m'/2x) + ima, (10) 
m 

= (21T) 1/2e - x I 1/ + 112 (x)(21 + I)P/(t), (11) 
/ 

Z 11l21(t) = X- 1/2 I e - (I + 112)'/2x(21 + I)P/(t), (12) 
/ 

and let 11·11 be the L 2 norm of the functions defined on 
- 1T < a < 1T ([v] = (0)) and - 1 < t < 1, ([v] = [!]), respec

tively. Then it is also shown in Sec. 2 that 
IIA 1°1 - Z 1°111 < 0,80X- 1/2 for x> 1, (13) 
IIAlIl21-z~1I2111 < 20, 17x- I/2 for x>2. (14) 

Equation (13) implies Eq. (7) but not vice versa. Equations 
(14) and (8) neither imply each other, but their proofs coin
cide to a large extent. 

Equations (13) and (14) are not only stated because of 
their close connection with Eqs. (7) and (8), respectively, but 
even more since they are of use in a special problem of scat
tering theory. This problem, the determination of the angu
lar distribution of a scattered Gaussian wave packet, is brief
ly outlined in Sec. 3. 

2. PROOFS 
A. The general method 

Denote by (.,.) the usual scalar product in L 2( - a,a) 
where a = 1T for [v] = [0] and a = 1 for [v] = m, and by F 
one of the following orthonormalized basis functions: 

[v] = [0]: v = m, Fm(a) = (21T)-1/2eima, (15) 

[v] = m: v = I +!, F/ + 112 (t) = (21 + 1)1/2p/(t). (16) 

The quantities to be compared with each other, namely qv(x) 
= Iy(x)II~(x)andev(x) = exp( - vl2x), are then propor
tiona1 to the scalar products (A lvl,Fy) and (Z lvl ,Fv) [see 
Eqs. (9)-(12)], the common factor y[YI(x) depending only on 
[v] and x, 

y[OI(x) = (1TX)1/4, y[ 1!2I(X) = X1/2. (17) 

Bounds of the difference r y (x) = q y (x) - e Ax) are obtained 
by means of Schwarz's inequality, 

IIv(x)II~(x) - exp( - vl2x) I 
= I y[vl(x) (A lYI ,Fy) - y[vl(x)(Z lvl,FJ I 
= y[vl(x) I (A lv

[ - Z lYI ,Fv ) I 
<y[vI(x)IIA lV ! - Z lyili. (18) 
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Since it is difficult to calculate /lA ~vl - Z ~vl II directly a num
ber of auxiliary functions B ~vl, e ~vl, ... are introduced and 
the rhs of (18) is estimated by means of the triangle 
inequality, 

IIA ~vl _ Z ~vJII<IIA ~VI _ B ~vlll + ... + II y~v) - z 1vl ll. (19) 

This inequality and a suitable choice of auxiliary functions 
yield the bounds (13) and (14). Since the rhs of (13) is of 
order X- 1/2 and y{OI(x) is proportional to Xlt4, Eq. (7) is ob
tained from Eq. (13) by multiplying both sides of(13) by 
y[OI(x). For [v] = m the situation is less satisfactory since 
some of the terms on the rhs of(19), say lie ~vl - D ~vlll, are 
of order X- 1/2 which is proportional to yl l12 l(x)-I. Fortunate
ly it is possible to derive in these cases bounds of the differ
ence of the scalar products (e ~vl ,Fv) and (D 1vl ,Fv) inde
pendent of v and of order x - P, P > !. Hence, a combination of 
Schwarz's and triangle inequalities gives 

I/v(x)/I~(x) - exp( - v/2x) I 
<ylVI(x){IIA ~vl _ B 1vl ll + ... + max I (e ~vl,Fv) 

- (D 1vl .Fv ) I + ... + /I Y 1vl - Z ~vl Ill, (20) 

finally yielding the bound (8) for [v) = BJ. 

B. Estimation of sums 

In the following it is often necessary to derive bounds 
for sums of the form ~/(k) wherefis a real function and 
a<k (integer)<b. Suppose thatfis concave in [a,b) and define 
g(..t ) and d (k ) by 

L
A + 112 

g(..t) = dK/(K), d (k) = /(k) - g(k). (21) 
,,- 112 

Then. as a consequence of the concavity off, 
O<d(k) <!f(k) - tf(k -!) - tf(k + !), 
for all kE[a + !.b - U (22) 

Repeated use of (22) gives 

a + !<k<b - 1: d(k)<g(k) -!f(k -!) - y(k + !), 
a + l<k<b - 1: d(k)<g(k) - !g(k -!) - !g(k + !).(23) 

a + l<k<b -!: d(k)<g(k) - !g(k -!) -!f(k + !), 

and hence, if a + !<k' < k" <b -!, 
k" 

0< I d (k) <g(k') - !f(k' - D - !g(k' + D 
k= k' 

k" -I 

+ I [g(k) - !(k - D - !g(k + D] 
k=k'+ I 

+ g(k ") - !g(k " - !) - !f(k " + !) 
= (k' dK[f(K) _ f(k' _ !)] 

)k'-1/2 
(k" + 112 

+ )k" dK[f(K) - f(k" + !»). (24) 

Next suppose/to be differentiable in [a,b) and let b =t= (c) be 
bounds satisfying 

b=t=(c»If'(K)I, for K±iE[c-t,c+t]. (25) 

Then inequality (24) can be simplified to 

7 J. Math. Phys., Vol. 21, No.1, January 1980 

k" (k" + 1/2 

0< k~k/(k)- )k'-I12 dkf(k)<Hb_(k')+b.(k"»). 

(26) 

The rhs of(26) gives an upper bound if the sum is replaced by 
the integral provided thatfis concave. Equation (26) also 
shows the integral to be greater than the sum iffis convex 
( - fconcave). Iffis neither concave nor convex, its domain 
may be divided into parts wherefis either concave or con
vex.leaving out intervals of unit length containing the points 
of inflection (f"(K;) = 0, i = 1.2 .... ). Let k i be the integer 
belonging to the ith of these intervals. kiE[K;.Ki + 1 ),fbe 
monotone and differentiable in [Ki.Ki + 1). and 

b(kJ>If'(K)I. for KE[Ki.Ki + 1]. (27) 

Then I d (ki) I <~(ki) and 

kt/(k)< f_+I::2 dKf(K) 

n 

+! I [b(k2i_I)+b_(k2i_l + I) 
i= 1 

+ b.(k2i - 1) + b(k2J]' (28) 

The index is running over the number of intervals contained 
in fp,q] where/is concave. Iffis concave in fp -!,p + !] 
(and/or in [q - !.q + m b(k l ) [and/or b(k2n )] may be 
dropped in (28). 

C. Integral index 

Here only one auxiliary function is needed, namely 

Bx (a) = ( ; y/4e -2x(cr/2)' (29) 

(the index [v] = [0] is dropped throughout this subsection). 
To calculate IIAx - Bx II wenotethatbothAx andBx are real 
even functions and that Ax (a»BAa) since sin(a/2)<a/2 
foraE[O,1T]. Hence (Ax.Bx) = (Bx.Ax) > IIBxW and 

IIAx - Bx 112 < IIAx W -IIBx 112. (30) 

IIAx Wand IIBx 112 reduce to well-known integrals2 defining 
the special functions 10 and erf, 

IIAx W = (41TX)lf2 e - 2x/o(2x), (31) 
IIBx W = erf1Txlf2 = 1 - erfc1Tx l12

; (32) 

whereas the error function erf and hence /lBx W approach 
unity from below very rapidly IIAx 112 exceeds I by a quantity 
of order X-I (as can be seen from the numerical tables3 of 10) 

so that the bound 

IIAx - Bx /I < [(41Tx)lf2e- 2X1o(2x) - erf1Txlf2 ]112 (33) 

is of order x- I12 . 
To calculate IIBx - Zx II we introduce the functions! 

~C defined by the Fourier coefficients of the functions F: 
( -1T,1T~C, 

f(m) = (21T)-112 f~ 1T da F(a)e - imcr, (34) 

and define for them a scalar product and a norm by 

(f,g)= If*(m)g(m) = (F,G), IIfll=llFli. (35) 
m 

This makes 
IIBx - Zx W = erf1Txlf2 + II Zx 112 - 2 (bx,zx), (36) 
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since Zx and bx are real functions according to (10) and4 

bx(m) = Re(1Txt1l4 e- (m'12X)[e~i Y: + 1T~ ~ ) 

Now Re erf(imN 2x) = ° and' 

= 1 _ .l-e - (,,- '/2)x + (m'12x) - i,,-m 

1T 

[ 
Y2r(!) 

X 1TYX + imlYx 

- R{ ~2 [1TY; + imN;l)}, 

where' 

I R1(z) I <rG)/lzl Rez. 

Therefore, 
IIBx - Zx 112 = erf1Tx l12 -II ZX W - 2Rx' 

(37) 

(38) 

(39) 

(40) 

(41) 

Rx = (1TXt1l2 Ie-(m'12X)(_I)m~e-("-'/2)XRe{ ... j, 
rn 1T 

and because of the triangle inequality, Rez<; Izl, and (40), 

IRx I < (1TXt I/2 Ie-(m'/2X)-("-'12)X~ 
m 1T 

X + 2 { 
21/2rq) 23/2r(J)} 

1TXl/2 (1T 2X + (m2Ix»1TXI/2 

<21/21T-2x-le-(,,-'/2)X(1 + _1_) 
1T 2X 

X [ (21TX)1/2 + 1(extl/2j , (42) 

where the bracket [ ... ] is the bound of ~exp( - m 2/2x) ob
tained according to (28). This method is also used to derive 
the bounds 

1 - (21TetI/2x-1 < IIzx 112 < 1 + (21Te)-1/2x -l. (43) 

Magnifying erfto 1 and combining (41), (42), and (43), one 
obtains 

IIBx - Zx 112 < (21Tet I/2x- 1 

+ 21T-3/2(1 + 1T-2X- I)[ 1 + (81Tet I/2x- l ] 
X x- 1/Ze-(,,-'12)x. (44) 

For x;;,xo > ° it is possible to bound from above all functions 
appearing in (44) by multiples ofx- I

. This yields 

IIBx - Zx II < 0,492x- 1/2 for x;;. 1. (45) 
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Inequality (45) supplemented by 

IIAx - Bx II < 0,306x- 1/2 for x;;. 1 (46) 

(which may be derived from the numerical tables3
,6 of 10 and 

erfc = 1 - ert) yields the estimate (13) from which inequal
ity (7) is obtained by multiplying both sides of(13) by (1TX)1/4 
(cf. Sec. 2A). 

D. Half-integral index 

In order to prove the estimates (8) and (14) five auxil
iary functions are introduced: Bx , ... ,Fx (here too the index 
[v] ( = m) is omitted in the following). These functions are 
defined via their expansion coefficients with respect to the 
orthonormalized basis {(21 + 1)1/2PI : PI = Legendre poly
nomial, 1 = 0,1,. .. J: 

ax(l) = [21T(2/+1)]1/2e-xII+1/2(x) [cJEq.Ol)], (47) 

bAl) = o"(2x - 3/)ax(l), (48) 

Cx(l)=o"(2X-3/)( 2l:1 y/2[ l_e- 2x 

X ± (2Xr ](1 - ~), (49) 
k~O k. 2x 

dx(l) = o"(2x - 3l)( 21: 1 y/2(1 _ 1 ~ 1 ). (50) 

ex(l)=o"(2x-3/)( 21: 1 Y/2e - IU + 1)/2X, 

Ix (l) = ( 21: 1 ) 1/2 e - I (I + I )12x, 

Zx(l)=( 21: 1 )1I2e -(l+I)'12x. 

(51) 

(52) 

(53) 

The function (7 appearing in (48)-(51) is the step function: 
(7(y) = 1 for y;;.O, (7(y) = ° for y < 0. (54) 

If G and H are defined via their expansion coefficients g(/) 
and h (/), respectively, then 

IIG-HI12= Ilg(/)-h(l)1 2
• (55) 

I 

Therefore, to estimate IIAx - Bx II, IIBx - ex II, etc. [which is 
necessary for deriving (14)] one has to find I-dependent 
bounds for lax(l) - bA/) I, I bx(!) - cx(l) I, etc. that allow 
the summation in (55) to be performed. To derive (8) it is, on 
the other hand, necessary to find bounds for 
I a x (l) - b x (I) I ' etc., holding for all values of I. The norms 
IIAx - Bx II, etc. provide such bounds but they turn out to be 
too weak in two cases so that both I-independent bounds that 
allow summation and I-independent bounds have to be 
found there. 

To calculate IIAx - Bx II we first use the integral repre
sentation 7 of 11+ l (x) to write a x (l ) as 

ax(l) = [x(21 + 1)] l/ze- x(~)l J,JI dtext(l- t 2t 
2 l. -1 

(56) 

Since (1 -- t 2y + k<;(l - t zY for tEl - 1,1] and k;;. 1, one has 
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ax(/+k) 

= [x(2/+2k+ 1)]1/2e-x(~)/+k 1 
2 (I + k)! 

X f~ 1 dtex' (1 - t 2)'+ k 

x X (21 + 2k + 1 )1/2 
<2(/+1)··· 2(/+k) 21+1 aA/) 

< (_X )k - 1/2( X )1/2 
21 + 2 21 + 2k 

X (21 + 2k + 1 )
1/2

ax(/) 
21 + 1 

< (_X )k-I!2(_X )112(3!22)I12 
21 + 2 21 + 2 21 + 1 

X( 21 + 2k + 1 )112
a (I) 

21 + 2k x 

«_X_)k(1 + -1-)ax(/). (57) 
21 + 2 2 + 1 

Obviously, inequality (57) holds true also for k = O. Because 
of 

IIAx - Bx 112 = 2: a;(/), (58) 
I> (2xI3) - I 

the coefficients of interest are those for which xI21 < 3/4. 
For these coefficients 

ax (I + k) < ( ;1 r (1 + ;1 )ax (/) 

«~)k(1 + :x )aA/). (59) 

Now let I " be the smallest integer larger than 2x13. Then 

IIAx -BxI12
= 2: a;(/"+k) 

k>O 

<If(1 + 3/4x)a;(/") (60) 

and, sinceax(/»O [cf. Eq. (56)], 
IIAx - Bx II < ( If) 112(1 + 3/4x)aAI "). (61) 

To estimate aAI") we use again the integral representation 
(56) and the inequality 

(62) 

with z = t 2. This yields 

( X )1 1 II 2 ax(l)< [x(2/+ 1)] 1/2e- X -, dtex, - ', . 
2 I. -I 

(63) 

Since the integrand is positive for all tER one may extend the 
integration from ( - 1,1) to ( - 00,(0) to get a closed expres
sion for the integral. 8 This and Stirling's inequality9 

- «21Tnt I/2 -1 ( e )" 
n! n 

(64) 

gives for I> 2x13 

a (l)«_X_.~. 2/+ 1 )112e_x+(X2/2/)(eX)1 
x 1+ 1 I 21 21 

< ( ~ y!2( 1 + ~ )e- x + 3X18( ~ r (65) 

Now I " < (2x13) + 1 so that 

aAI") < ( ~ y12( 1 + ~ )e - x(1 - 3/8 - 2/3 - (2/3)ln(3/4» 
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X(~) 
« ~ )11\ ~)(1 + ~ )e-

X17
, (66) 

IIAx -Bxll<4(1 + :x)(1 + ~ )e-
x17

. (67) 

In calculating IIBx - ex II one has to consider the 
coefficients 

b (I) = ( 21 + 1 ) 112 ~ r2X 
d e - Y I 

x 2x I! Jo y y 

X (1 - :x)' [= aAl)], (68) 

(I ) ( 
21 + 1 ) 112 1 r2x 

d - Y I cx = ~ l! Jo ye y 

X (1 _ I ~ 1 )'. (69) 

with 1<2x13 only [a(2x - 3/) = 1]. Equation (68) is once 
more the integral representation (56) of ax (I) with 
y = x(1 - t). Equation (69) is easily checked using the 
relation lO 

f dy e-Yy"ln! = - e-Y ktoyk Ik! + const. (70) 

Splitting the range of integration and using the bounds 

(a - b )Ib 1- I<a l 
- b I«a - b )Ia' - 1 for a>b > 0, 1>0 

(71) 

one finds for I + 1 < 2x, i.e. 

x>~: 

( 
21 + 1 )112 1 {II + 1 _ I > -- - dye Yy 

X I! 0 

1 (/+1)/-1 i2X 
X -(/+ l-y)1 1- -- - dye-Yy' 

2x 2x 1+1 

1 (/+l)'-I} X h(y-I-I)I 1-~ 

( 
21 + 1 )112 1 I2x 

[d ] = -- dy -e-Yy'+ 1 

x 2x(/ - I)! 0 dy 

( 
1+1)'-1 X 1- -- >0; 

2x 
(72) 

bA/) - cAl) 

< ( 21 + 1 ) 112 1 r2X 
dy [ ~ e _ Yy' + I] 

x 2x(/- I)! Jo dy 

( 
Y )'-1 X 1- - . 
2x 

(73) 
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Equations (72) and (73) show that 

bx(O) - c,(O) = 0, 

(74) 

which also follows from the definitions (47) and (49). Using 
(62) with z replaced by y/2x, extending the range of integra
tion to infinity, and evaluating the integral by means of (70), 
one finds for 1>2, 

x>i: 

« 2/+ 1)1/2 I (h dye-Yy'+I(I- L..)1-2 
x 4x2(1 - 2)! Jo 2x 

/(21+1)112 I Sa"'d -yl.-[(I-2)/2xJy "'-- ye ye 
x 4x2(1 - 2)! 0 

« 2/+ 1)112 I (I + 1-2 )-1-2(1+ I)! 
x 4x2(1 - 2)! 2x 

( 
21 + I )1/2 (1- 1)/(1 + I) -(I'/4x) + (I/x) < -- e. 

x 4x2 (75) 

In the final step the inequality 

(I +z)-'<e- z12 for O<z< I, (76) 

has been used for z = (1- 2)/2x. This inequality can be 
proved by means of the series expansion ofln(1 + z). Since 
1+ 1<3//2 and 21 + 1<5//2 for 1>2 and (z = 12) 

z>O: zPe - qz« :e y. (77) 

inequalities (72) and (75) may be weakened to 

\bAl) - cAl) \ « ~ )'12 ~~: e - (1'/4x) + (I/x) 

< 3,llx-3/4 for x> i (78) 

which holds true also for 1= 0,1 because of (74). Estimate 
(78) is used in the derivation of (8). To obtain a bound for 
JlBx - Cx II (75) is simplified to 

x> i: 
bx(l) - cx(l) 

( 
21 + I )112 P(I + I) -(I'/4x) + (I/x) < --- e . 

x 4X2 

Since (79) holds true also for I = 0,1 one has for 

x>i: 

2/x 
< _e_ L (21 + 1)/4(1 + 1)2e - 1'/2x 

16x' 1;;.0 

< 6(1 + ~X-'I2)' e2/xx-' 

(79) 

(80) 

To obtain the last result the sums ~l P exp( - 12/2x), 
4<p<7, have been estimated according to (28) and the re
sulting polynomial has been replaced by a simpler one with 
larger coefficients. (80) is equivalent to 

(81) 
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To estimate IICx - Dx II we first note that here too all 
the coefficients vanish for I> 2x/3 and that 

dAl) = ( 21 + I )'12 ~ (X dy e-yyl(1 _ ~)I (82) 
x I! Jo 2x 

because of (70). Hence, 

o < dx (/) - Cx (I ) 

--- - dyeyl---_( 2/+ 1 )112 I 100 

_Y I( 1+ 1)1 
x I! 2x 2x 

= ( 2/ + 1 )1/2 (2X)1 e _ 2X(1 + _I_ 
x l! 2x 

+ 1 (I - I) + ... + ~] (1 _ !..±.!)I 
(2x)2 (2x)1 2x 

« 21 + I )112 (2X)1 e -2x ! (_I )k(l_ ~)I. 
x I! k~O 2x 2x 

(83) 

Using the inequalities [1 - (1/2x)]-1 < 2, (64), and 

where Ao is the solution of the transcendental equation 
In[(2x/ Ao) - 1] = [I - (Ao/2X)]-I, allow (83) to be replaced 
by 

dAl) - cx(l) 

<2( 2/+ I )1/2(2x)' e- 2X(I __ 1_)1 
x /! 2x 

< 2( 21: I )'/2 e - 2X(21T1)- lf2el [ ~ (I _ ~ )]' 

provided that I> I. For 1 = 0 Eq. (82) yields 

dx(O) - cx(O) = x-1/2e - 2x. 

(85) 

(86) 

Therefore, combining (86) and (85) and denoting by 1/ the 
largest integer<2x/3, one finally obtains 

IICx -fl,II' 
<x-Ie 4x + ~x-Ie-4x4x L e21 

1T 1<1<'" 
< x-Ie - 4x + 6 x-.le -. 2(2 - In2 - 213)x 

1T(1 - e-2) 

< 4(1 + -If _. 3X)2x -le - X, (87) 

IICx - fl, II < 2(1 + ke - 3-,)x- If2e -- x12. (88) 

To find a bound for IIDx - Ex II the coefficients dx(l) 
and ex (I) have to be considered for 1<2x/3. Definitions (50) 
and (51) imply 

dx(O) - ex (0) = O. (89) 

For I> 1 inequality (62) and, if x> 3/4, (l + 1)/2x < I, also 
the inequalities 

z < I, 1>0: - (I - z),<iz - I (Bernoulli), (90) 

O<z<I,I>O: - [eZ(I-Z)]I<-(I- ~ - ~y, (91) 
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can be used to derive the relations 

« 2/: 1 Y12e - /(/+1)/2X{1_ [1- ~ (/~l r 
_ ~ ( 1 ~ 1 y]) 

« 2/:1 y12 ~ (/~1 y[I+( I~I )]e- /(/+1)/2X. 

(92) 

Since 1 + 1<.2/, 21 + I <.31 for t;;;; I (92) may be weakened to 

x>a: 

eA/)-dA/)< ~;~2 1712(1 + ~ )r /2/2x
• (93) 

Use of (89), (92), (93), and (77) with z = 12
, yields 

Idx (/) - ex (/) 1< 1,35(1 + 2x-1t2)x-3/4, (94) 

holding true also for 1 = O. (94) is used in the derivation of 
(8). To calculate the contribution of IlDx - Ex II to the bound 
(14) Eqs. (89) and (92) may be used to derive the estimate 

x>a: 

IIDx -Ex11 2 

< ~ L (21 + 1)/2(/ + It(l + 1 + I )e-I'IX 
64x 1>0 2x 

<n(1 + ~X-1/2)IIX-I. (95) 

Here too the sums have been evaluated according to (28) and 
the resulting polynomial has been replaced by a simpler one. 
(95) implies 

IlDx - Ex II < (n)1/2(1 + iX-1/2)1I/2X-1/2 for x> a. (96) 

The method described in Sec. 2B is also used to find a 
bound for 

IIEx - Fx 112 = ~ L (21 + I)e -/(/+ 1)/x. (97) 
X 1>1" 

The lower bound of the integral, I" - !, is replaced by 
(2x/3) - ! and the derivatives are bounded by max g'(A. ), 
g(A.) = (U + I)exp( - A. [A. + 1]lx). Furthermore,xischo
sen to be so large that g'(A. ) = 0 for some A. > O. 

x>g: 
IIEx - Fx 112 < e - (4xI9) + (1/4x) + ~ e - 3xl2 + 1/4 

<.e I/4( 1 + ~ e - x)e - 4x19, (98) 

IIEx -Fxll <e
I/8(1 + ! e- X)e- 2x19 for x>~. (99) 

The final step is the derivation of a bound for 

(l00) 

11 J. Math. Phys., Vol. 21, No.1, January 1980 

This is reducible to the following estimate obtained in a simi
lar way as (98). 

x>~: 

IlFx 112 = ~ + ~ L (21 + I)e -1(1+ 1)/x 
X X />1 

<~ +1+ _1_(2_~) 
x 8x x 

+ ~e-3XI2+ 1/4 < I + ~, (101) 
x x 

IlFx - Zx II < (I + l/x)(1 - e - 1/81 for x >~. (102) 

The bound (8) follows from (67), (78), (88), (94), (99), 
and (101), by multiplying all bounds by Xl/2 and magnifying 
all functions of x to multiples of X-

3/4 (which is of course only 
possible for x>xo = 2). If a function does not decrease mon
otonically already for x>2, relation (77) is used to minimize 
the error if this function is replaced by a multiple of X- 1/4. 
Estimate (14) is a straight consequence of (67), (81), (88), 
(96), (99), and (102), if all functions are magnified to multi
ples of X- 1/2. 

3. AN APPLICATION IN SCATTERING THEORY 

Nonrelativistic time-dependent scattering theory deals 
with square-integrable solutions of the Schrodinger equa
tion. The behavior of such a solution (in the following called 
wave packet) is well controlled for!-- ± 00 if the potential V 
belongs to a certain class offunctions 11 [e.g., 
VEL I(R3)nL 2(R3

)]. In the following it is also assumed that 
the potential is repulsive (V>O) so that the spectrum of the 
Hamiltonian is purely continuous. (This assumption is only 
made to reduce the mathematical amount; it is not a neces
sary precondition for applying the results of Sec. I). Includ
ing also two-dimensional problems (n = 2) the wave packet 
is then given by (Ii = m = I) 

I/l,(x) = L.d nk"&0(k)e- i(k'12)1(X,k), (103) 

where "&oEL 2(R n) and the generalized eigenfunction 
f(x,k) = (217') - nI2e'k-x + g(x,k) (104) 

is the solution of the time-independent Schrodinger equation 
studied in time-independent scattering theory. The scatter
ing wave g is assumed to have the asymptotic form 

g(x,k)-x(\ - n)l2eikxgk(~,I() for X--oo, (lOS) 

where the convention a = au, a>O, u2 = I had been adopted 
for a = k,x. Equation (lOS) entails that for! __ - 00 the 
wave packet I/l, coincides with a free wave packet (fJ, obtained 
from (103) and (104) by putting g = O. The function iPo ap
pearing in (103) is then equal to !Po, the Fourier transform of 
(fJo· The behavior ofthe scattered wave packet I/l, for t __ 00 

depends on "&0 and the asymptotic form of the generalized 
eigenfunction, especially on the scattering amplitude 
gk(~,I(). If the potential is rotationally invariant, gk has the 
following form: 

n =2: 
gk (~,I() = (2~)-1/2k -1/2ei(17-;4) L sin8

m 
(k )eiOm(k )eim(s - K), 

m 

(106) 
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~ = (coss,sins), K = (coSK,sinK) 

n = 3: 

gd~,K) = (21Tt3/2k -I I sinol(k )eiO,(k) 
1;,.0 

X (21 + 1 )PI(~·K). (107) 

The phase shifts op (k ),p = m or I, depend on the details of V 
and can be calculated explicitly for a number of examples. 
They can be used to define in L 2(Rn) a unitary operator S 
(unitarily equivalent to the usual scattering operator) via 

(108) 

n = 3: 
-- - 2io,(k) S¢o(k) = I ¢Olm(k)Ylm(K)e 

1m 

¢Olm(k) = (41Ttl f dK¢o(k)yrm(K), (109) 

the integrations running over the whole range of K. S proves 
to be useful in calculating the probability of finding, in the 
limit l- 00, the particle within the cone 

C = C (n,c) = [x:x.n;>cx), (110) 

characterized by nand c (n2 = 1 ;>c). For the scattering-into
cones theorem of Dollard 12 states 

,li~ L d nx 1 ¢,(x) 12 = L d nk IS¢o(k) 12. (111) 

Equation (111) may be simplified if the initial state (i.e., 
the l- 00 limit) is of such a nature that ¢o may be factorized, 

¢o(k) = Rko,y(k)A (K), (112) 

and if the radial function Rko,y has a pronounced peak of 
width (2yt 1/2 at k = ko' The physical meaning of 

2yk~~1 (113) 

is that the mean wavelength (ex: k 0- I) is assumed to be much 
smaller than the minimal extension of the wave packet in 

ordinary space (ex: V 2y). For a free particle (V = 0, S = 1-
operator) the separation (112) carries over to 1 ¢012 = IS¢012, 
IfII¢,11 = 11¢011 = 1 the angular function may be chosen to be 
normalized on the n-sphere, 

f dK IA(K)12= 1, (114) 

and Eq. (111) becomes 

,l~~ L dnx 1¢,(x)1 2 = Ln>c dKp(K), p(K) = IA (K)12 
(11S) 

since the integration over k may be performed. In case of 
scattering an exact factorization of S¢o is impossible since 
the phase shifts op (k) depend both on p and k. However, 
condition (113) ensures the approximate separation 

(116) 

(117) 
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n = 3: A (K) = I Aim Ylm (K)e2ilJ
,(k

o
), 

1m 

(118) 

to make sense since the main contribution to the rhs of Eq. 
(Ill) comes from the intersection of C with a spherical shell 
around k = ko whose thickness (2yt 1/2 is so small that the 
variation of the phase shifts may be ignored. Physically this 
corresponds to a situation where the delay time is negligible. 
In this case 

,li~Ld"X 1¢,(x)1 2 = i.ncdKp(K), p(K) = IA(K)12. 
(119) 

For a normalized Gaussian wave packet 

- ( 2y )"/4 , ¢o(k) = --;- e - y(k - 1<,,). (120) 

Although this function cannot be factorized into a radial and 
an angular part it can be approximated (in the mean) by the 
separable function 

- ( 2y )1/4 , ¢;;(k) = --;- k (I - n)/2e - y(k - kolA (k) 

(121) 

( 
2y 

)
(n -- 1)/4 , 

A (k) = --;- k ~n - 1)/2iyko(K-Ko - 1). 

By techniques similar to those used in Sec. 2 it can be shown 
that 

n = 2: II¢o - ¢;;II <0,91(2yk 6t I/2 , 

n = 3: 11¢0 - ¢~'II <0,67(2yk 6t 1/2, 

(122) 

(123) 

so that !it'~ is indeed a good approximation of ¢o if (113) 
holds. The coefficients needed to calculate the final angular 
density pare [cf. Eqs. (117), (118), (121), and Eqs. (9), (10)] 

n = 2: 

(124) 

n = 3: 

_( 21T )1/2 11+ 112 (2yk 6) * 
Aim - -- Ylm(KO)' 

yk~ 1f+1/2(2yk6) 
(12S) 

In principle p could be calculated from Eqs. (124), (117), or 
(12S), (118), and (119). Looking at Eq. (124) or (12S) it 
seems to be difficult to estimate the number of terms that 
have to be taken into account in the series expansion of A. 
But if (113) holds it is legitimate to replace the quotients in 
(124) and (12S) by simple exponentials, thereby making the 
calculation of A simpler and more transparent. The final 
result 

m 

(126) 

n = 3: A (K),,-,(81Tyqt I/2 I exp[ - (I + !)2/4yk 6 
1>0 
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+ 2i8 t(ko)](21 + I)Pt (K'Ko), (127) 

is also obtained if the original angular function A (Eq. (121» 
determining the angular distribution in the far past, 

,~ilI1 00 Ie d nx 1 rp,(x) 12 = 1.n;.c d nk p( - K), 

p(K) = IA (K) 12 (128) 

is replaced by functions proportional to (10) or (12). The 
bounds (13) and (14) allow to estimate the error made by this 
substitution which is seen to be a good approximation if 
(113) holds. 

Equations (126), (127) turn out to be useful if the angu
lar distribution of the scattered wave packet is discussed as a 

function of the ratio V 2y /d where V 2y is the diameter of 
the wave packet (at collision time t = 0) and the impact pa
rameter d characterizes the range of the poten tial (8 p (ko}:~O 
for p > d). Examples of this kind will be discussed elsewhere. 
Moreover, if a large number of terms has to be considered 
(e.g., in the classical limit ko- (0) and analytical approxima
tions of the phase shifts are available it is easier to evaluate 
the sums (126), (127) by approximating them by integrals 
than to deal with sums containing the original coefficients 
(124), (125). 

I t should be noted that the considerations of this section 
are not restricted to quantum mechanics but apply also to 
classical wave theories (acoustics, optics) for which time
dependent scattering theories exist. 13 In these theories the 
frequency appearing in Eq. (103) is k (c = 1) instead of k 2/2, 
rp, is a (complex) potential from which the (real) basic fields 
can be derived, and Eqs. (128) and (119) represent the as
ymptotic energy distributions for It 1-00. 

4. CONCLUSION 

The essential results of this paper are the following: 
(i) A simple approximation has been given for the ratio 

Iy(x)/I~(x) where Iy(x) is a modified Bessel function with 
integral or half-integral index v, I~(x) the leading term of its 

13 J. Math. Phys., Vol. 21, No.1, January 1980 

asymptotic series [Eqs. (2)], and x a large positive number. 
Error bounds independent of v have been derived for this 
approximation and shown to be of order x-1t4 [Eqs. (5)-(8)]. 
The approximation of the ratio may be transformed into an 
approximation for Iy(x) the relative error being small for 
2v-(x lox. 

(ii) Similar approximations and error bounds have been 
obtained for functions defined as series with coefficients pro
portional to Iy(x)/I~(x) [Eqs. (9)-(14)]. 

(iii) These approximations have been shown to simplify 
the calculation of angular distributions of scattered Gaus
sian wave packets. 

The results mentioned in (i) pose some interesting 
mathematical questions. One is whether the order of the 
bounds found here is optimal (the larger numerical factors 
obtained for half-integral v are probably due to the more 
indirect proof). The other, more fundamental one, is wheth
er (and by what methods) the results obtained here can be 
extended to arbitrary real values of the index v. 
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The Planck integral cannot be evaluated in terms of a finite series of 
elementary functionsa) 

Richard Pave lie 
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(Received 7 August 1979; accepted for publication 20 September 1979) 

It is shown that the Planck integral cannot be evaluated in terms of a finite series of elementary 
functions. A relation is first established between the Planck and dilogarithm integrals. To prove 
non integrability the Risch decision procedure for elementary functions is then applied to the 
dilogarithm integral. 

It is well known that the Planck integral in the wave
length domain takes the form 

f I dA (1) 
A 5(e 11A - I) , 

where all physical parameters have been set to unity. A ques
tion which has been stated in the literature, yet apparently 
never settled, is whether this integral can be evaluated be
tween two arbitrary points in finite termsl.2 (in terms of a 
finite series of elementary functions). I shall now answer this 
question. 

Transforming to the frequency domain by A----+ x - I, Eq. 
(I) becomes 

(2) 

For convenience I shall use an indirect approach whereby 
this integrand can be written as a power series and then inte
grated to givel 

f X3 
--dx= 
eX - I 

The first series on the right-hand side can be summed and 
results in 

00 e - nx I -- = -log(1 - e- X
). 

n = I n 
(4) 

Notice that summing the second series on the right-hand 
side ofEq. (3) is equivalent to integrating 10g(1 - e - X) over 
x. Similarly, summing the other series in Eq. (3) is equivalent 
to finding respective second and third integrals. Hence, since 
the four series on the right-hand side of Eq. (3) are indepen
dent, the nonintegrability in finite terms of Eq. (l) or (2) is 
equivalent to proving that log(l - e - X) is not integrable in 
finite terms. This may be seen as follows: We transform the 
integral with I - e . x ----+ x to 

f 10g(1 - e - ) dx = f log(x) dx. (5) 
I-x 

''This work was sponsored by the Department of the Army. The views and 
conclusions contained in this document are those of the contractor and 
should not be interpreted as necessarily representing the official policies, 
either expressed or implied, of the United States Government. 

This integral is known as Spence's function4 (or Euler's di
logarithm), and it is known to experts in the field of integra
tion that the function cannot be evaluated in finite terms. 
Since the proof does not seem to appear in the literature, I 
shall now demonstrate this fact. From Risch's algorithm one 
knows that ifEq. (5) is integrable in finite terms, then it must 
be representable in the formS 

f log(x) dx = A210g2(x) + AIlog(x), 
I-x 

(6) 

whereAI and A2 are rationalfunctions ofx. Differentiating 
Eq. (6) gives 

log( x) = A2x log2(x) + 2 A210g(x) + Alx log(x) 
I-x x 

Al + -, (7) 
x 

where the subscripts are partial derivatives. This leads im
mediately toA 2 = constant. Then, collecting terms in log(x) 
and integrating with respect tox, it is seen thatAI(x) cannot 
be rational. Yet it must be rational if the integral exists. 
Hence, the contradiction tells us the Planck integral cannot 
be evaluated in terms of a finite series of elementary 
functions. 

The Planck integral is simply one function in a wide 
class of functions in mathematical physics which contains 
logarithms and exponentials. It is clear that Risch's decision 
procedure is a very powerful tool for looking at the integrabi
lity in finite terms of functions in this class. One could per
form a systematic study of other common functions to deter
mine their integrability in finite terms. To this end it may be 
noted that the algorithm has been implemented on 
MACSYMA,6 and this provides not only a rapid check on 
integrability in finite terms but, also, gives the closed form 
for the integral when it exists. 

'R.B. Johnson et al., J. Opt. Soc. Am. 64,1445 (1974). 
'R.D. Tippets et al., Opt. Eng. 18, 313 (1979). 
The second term in Eq. (3) arises as follows: Since e' > 1, 

(eX _ I) 1 = e '(1 - e ') , 

= e 'I e '" = Ie'''. 
II II " 1 

4M. Abramowitz et al., Handbook of Mathematical Functions (U.S. Govt. 
Printing Office, Washington, D.C., 1964). 

5R.H. Risch, Trans. Am. Soc. 139, 167 (1969). 
6MACSYMA is the symbolic manipulation computer system of the Labo
ratory for Computer Science, Massachusetts Institute of Technology. 
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Linearization stability and a globally singular gange of variables 
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An example is given showing that global properties of a change of field variables can affect the 
validity oflinear perturbation theory. 

I. INTRODUCTION 

Choice of variables can affect properties of the solution 
set of an equation. For example, the solution set for x2 _ y2 
= 0 is not a manifold at the origin. As one consequence of 

this, the equation is linearization unstable there: the linear
ized equation 2x·Dx - 2y·Dy = O'DX - O'Dy = 0 has arbi
trary (DX,Dy) as a solution, but only perturbations such that 
D y = ± D x are actually tangent to the solution set of the 
nonlinear equation. The singular change of variables y2 _ Y 
removes the singularity so that the equation, x 2 

- y = 0, is 
linearization stable at the origin: [(DX,D y):2x'DX - DY 
= O·Dx - D y = 0 l is the tangent space to [(x, y):x2 
- y = 0 l so there are no longer any spurious linear 

perturbations. 
A nonsingular change of variables should not affect 

such properties as linearization stability. However, it is easy 
to overlook the fact that a change of variables may appear 
nonsingular "locally" and have singularities "globally." 
This paper gives an example to show that linearization sta
bility, which concerns the relationship between global solu
tions of the linear and nonlinear equations, can depend on 
global characteristics of a change of variables. 

The example is a simple one: a real scalar field ¢ obeying 
the linear field equation 

D¢ _112 ¢ = 0 (1) 

on a particular fiat, two-dimensional, spatially compact 
background spacetime. Equation (1) is linear and therefore 
trivially linearization stable. Following Kuchar! this prob
lem can be reformulated so as to appear nonlinear by use of 
embedding variables to parameterize the background. With 
the restriction that the embedded surfaces be spacelike, the 
problem is still linearization stable. However, a canonical 
transformation of the embedding variables suggested by Ku
char leads to a formulation of the problem that is lineariza
tion unstable. (The singularity in the transformation which 
causes this anomaly also occurs in the noncompact case. 
This paper considers only the case of spatial compactness 
because the linearization stability analysis is more delicate 
on noncompact manifolds.) 

Thus linear perturbation results can depend more sub
tly on the choice offield variables than might first appear. In 
particular, global considerations play an important role. The 
example raises other questions. What other properties be
sides linearization stability are affected by global consider
ations? How does one recognize the correct set of variables 

for linearization and other purposes? Perhaps linearization 
stabilty can be used as one criterion for this choice in some 
situations. (However, as linearization instability is a type of 
bifurcation, it is probably not desirable to rule out all cases of 
such instability.) 

II. THE EMBEDDING VARIABLES AND LINEARIZATION 
STABILITY 

On the spacetime S = !R X U (1), let (T,x) be coordi
nates, Tand X real numbers and exp(217'iX)EU (1). A func
tion on U (1) may be represented by a periodic function of x 
with period 1. Take the metric to be 

(-1 0) 
ga{3 = 0 1 

in these coordinates. [Choosing any other constant diagonal 
matrix with signature ( - , + ) would not materially affect 
what follows.] 

This spacetime can be described by giving a time-depen
dent embedding 

e : !R xU (1) -S : (t,x) t---+(T, (x),x, (x», 

wherexis a real number so exp(217'ix)EU (1). T,X' = ax lax, 
and exp(217'iX) must be periodic with period 1, so integral 
changes in x must correspond to integral changes in X (x). 
With 17'<1>' 17' T> and 17' x as the momenta for ¢ [in (1 )], T, and X, 
respectively, the constraint and evolution equations for the 
field ¢ and the embedding are generated by the action 

f dt { dx (17'",4> + 17'T1' + 17'xX - NH - N IHI), 
JU(I) 

where 

H = X '17'1' + T'17'x + 1~ + 1¢ ,2 + f12(X'2 - T'2)¢ 2, 

HI = T'17'T + X'17'x + ¢ '17'<1>' 

N = (X ,2 - T'2) ~ 1/2 times the usual lapse function, 

N I = usual shift vector 

[thus ea = (X'2 - T'2)1/2Nna + N lea', where n a = future 
pointing unit normal on the hypersurface t = time 
= constant], and dot and prime indicate differentiation with 

respect to t and x, respectively. (For discussion of notation 
and derivation of equations, see Kuchar! Sec. 2 and 3. His 
PT' Px, it, and il are 17'T, 17'x , N, and H, respectively, in this 
work.) 

The constraint equations on the initial data for the 
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fields are 

(/J = (H,H I ) = 0. (2) 

These are linearization stable, i.e., every solution to the lin
earized equations associated to (2) is tangent to a one param
eter family of exact solutions to the nonlinear equations (2). 
(Linearization stability of the full set of field equations is 
equivalent to that of the constraint equations because the 
Cauchy problem is well posed.) The prooffollows immedi
ately from the implicit function theorem for Banach spaces if 
the linearized equations associated to (2) are in some appro
priate sense elliptic and surjective (cf. discussion of line ariza
tion stability and its proof in Arms2 or Fischer and Mars
den l

). A simple calculation (see Sec. IV) shows that these 
conditions are met whenever X 12 - T '2*0. The Hamilton
ian formalism described above requires that the hypersur
faces t = constant be spacelike, so 

X'2 _ T'2>0. 

Thus in the cases of interest, (2) is linearization stable. 

III. THE CANONICAL TRANSFORMATION AND 
LINEARIZATION INSTABILITY 

(3) 

In order to obtain a Hamiltonian which is purely qua
dratic in the momenta, Kuchar suggests the following ca
nonical transformation of the field variables for the case 
S = lR X R This transformation, 

L : (T,X,1T r ,1Tx )-( S,1/,1T !:,1T,,) 

defined by 

S = 2 - 1/2( T + {1TX). 1/ = 2 1/2( - T + {1TX). 

1/'( I ) 2 I12(X' - 1T.r ), 1T i; = 2" - X + 1Tr , 1T" = 

and with inverse given by 

X=2 1/2 {(1T s +1T,,), T=2 I12(S-1/), 

(4a) 

(4b) 
1Tx = 2" 1/2( S' + 1/'), 1Tr = 2 - 1/2(1T I; - 1T,,), 

can also be used in the spatially compact case. H and HI 
become 

H = ~!rr! + n7 - -rr" + ¢i '2 + S'2 _1/,2 

+ JI21/! 2 [(1T S + 1T,Y - (S' - 1/')2] 1, 
H) =¢i'1TJ, +S'1T s +1/'1T". 

This transformation seems nonsingular for all reason
able purposes. It is well defined locally [on U(l)]. The ker
nels of Land L - I contain ! X = constant J and ! S + 1/ 
= constant 1, respectively, but this seems unimportant be

cause only X', S I, and 1/' appear in the field equations. How-
ever, a more serious problem arises because perturbation 
theory concerns global functions. If sand 1/ are single val
ued, they must be periodic and so S~ dx 1Tx must be zero. 
Even if Sand 1/ are coordinates on U (1) (like x and X), 

2 - 1/2 (dx 1Tx = s(1) + 1/(1) - S(O) -1/(0) 
J() 

must be an integer in order that exp(21Ti S) and exp(21TiTJ) be 
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single valued. Thus L will be undefined for many functions 
1Tx. Similarly L - I is underfined unless 2- 1/2SiJ dX(1T!: 
+ 1T,,) is an integer. [By adjusting the coordinates X, S, and 

1/ on U(l), S[~ dx 1Tx and s(i dx (1T i; + 1T,,) may take on any 
value, but the range of possible values will be discrete once 
the coordinates are chosen.] If the integral ofa function must 
assume discrete values, then small perturbations of that 
function must integrate to zero. In other words, a small per
turbation must have been a zero constant term in its Fourier 
series. Thus considering the kernels and domains of defini
tion, Lis nonsingular only if the canonically conjugate pairs 
of variables (X,1Tx ) and (S + 1/,1T i: + 1T,,) are considered 
modulo constants. 

The proof of linearization stability fails to carryover 
because the transformation is singular. The linearized con
straint equations are still in a suitable sense elliptic, but are 
not surjective at some solutions. (See calculations in Sec. V.) 
In fact, it is fairly easy to determine all such solutions. It is 
shown below that surjectivity fails exactly when there is a 
vector field on S which is a symmetry for all the fields. No 
such vector field exists for the embedding variables, because 
the flow along any nonzero vector field is a change in posi
tion in S, i.e., in (T ,x). But for Sand 1/, it is easily observed 
from (4) that there is exactly one symmetry, the vector field 
a lax. If I/! has the same symmetry, then 

¢i = C cosJI(T - To). (5) 

All symmetric solutions may be obtained by choosing a 
Cauchy surface in S and determining the initial data there 
for I/!, S, 1/, and their momenta. 

Thus the method of choice for proving linearization sta
bility-the implicit function theory-fails. The proof of lin
earization instability is the construction of a spurious linear 
perturbation. At symmetric solu.tions,.the s~cond order.~er
turbation of the constraint equations gives nse to a condition 
on the first order perturbations alone; Sec. V exhibits a linear 
perturbation violating this second order condition. 

IV. PROOF OF LINEARIZATION STABILITY 

With respect to the embedding variables, the linearized 
constraint equations 

are 

DH = q'x1Tr + X' PI + q;·1Tx + T' Px + 1TJ, pJ, + I/! 'q~ 
+ 2JI2(X'2 - T'2)l/!qJ, + 2JI2 I/! 2(X'q'x - T'q~) = ° 

DH) = q~1TT + T' PI + q'x1Tx + X'pX + q~ 1TJ, + I/! I pJ, 

=0, 

where D stands for linearization (functional derivative) and 
qJ,' q t, qx, PJ,' Pr and Px are perturbations of I/!, T, X, 1TJ,' 
1T J , and 1T x' respectively. The adjoint operator, D(/J *, de
fined by the equation 

{ dx D(/J (qJ"qnqx'PJ"Pn Px )-(N,N I) 
JU()) 

{ dx (qJ"q"qx, PJ,' Pn Px )·D(/J *(N,N I), (6) 
J[I(I) 
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is given by 

Det> *(N,N I) 

= 1-(N¢J')'+2P2¢J(X'2- T'2)N-(NI1T¢)', 

- [N (1Tx + 2p2 ¢J 2T')]' - (N I1TT )', 

- [N (1TT - 2112 ¢J 2X 'n - (N I1TX )',N1T ¢ + N I¢J', 

NX' +N1T',NT' +NIX'). 

The weighting system devised by Douglis, Nirenberg, and 
Hormander (cf. Hormander") allows the choice of the princi
pal part of Det> * as the first order part of the first three com
ponents and the zeroeth order or algebraic part of the last 
three. With this weighting, Det> * is elliptic, i.e., has injective 
principal symbol, because the last two components of 

are 

symbol (Det> *)(N,N I) = ° 
NX' + NIT' = 0, 

NT'+N1X'=0, 

which, using (3), imply (N,N I) = (0,0). 
This ellipticity implies the splitting 

Codomain Det> = kerDet> * ffi 1m Det>, (7) 

so Det> is surjective if and only if Det> * is injective. As the 
argument for injectivity of the symbol of Det> * depends on 
the algebraic components, the operator is injective by the 
same reasoning. Thus Det> is surjective and by the implicit 
function theorem (2) is linearization stable. 

V. PROOF OF LINEARIZATION INSTABILITY 

With respect to the transformed variables, the linear
ized equations become 

DH=¢J'q~ +p2¢J [(1T,; +1T,Y-(5'-7]')2]q¢ 

+ [ 5' - p2 ¢J 2( 5' - 7]') ]qg 

and 

+ [p2¢J2(5'-7]')-7]']q~ +1T¢P¢ 

+ [1T,; + p2 ¢J 2( 1T,; + 1T 1] ) ] P ,; 

+ [P2 ¢J 2(1T,; + 1T1]) -1T1] lp1] = ° (8a) 

DHI = q~ 1T", + q~1T,; 
+q;,1Ty, +¢J'P¢ +5'P,; +7]'P1] =0, (8b) 

where the notation is analogous to that of Sec. IV. The ad
joint operator, defined as in (6), is 

Det> *(N,N I) 
= I - (N ¢J ')' + p2 ¢J [(1T,; + 1T 1])2 

- (5' - 7]'?]N - (N 11T",),,([p2 ¢J 2(5' -7]') 

- 5 ']N)' - (N 11T,; ),,( [7]' - p2 ¢J 2( 5' - 7]')]N)' 

- (N 11T,,),,1T¢N + ¢J 'N I, 
[(1 + p2 ¢J 2)1T,; + p2 ¢ 21T1] IN + 5'N 1, 

[P2¢J21T,; +(Jt2¢2_1)1T1]JN+7]'NI). (9) 

It is still elliptic. Again weighting so that the principal part is 
first order in the first three components and algebraic in the 
last three, the principal symbol is 

u(Det> *)(N,N I) 
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= 1-¢J'N-1T",N I,[p2 ¢J 2(5'-7]')-5']N 

- 1T ,;N I, [7]' - p2 ¢J 2( 5' - 7]')]N - 1T 1]N I, 

1T¢N+¢J'NI,[(l +p2¢J2)1T,; +p2¢J21T1]lN 

+5'N I,[P2¢J21T.; +(Jt2¢J2-1)1T1]lN+7]'N I). 

Suppose (N,N I)~(O,O) is in keru(Det> *). At any point on 
U(l) where N 1 = ° but N=I=O, the last two components of 
u(Det> *) = ° force 

1T,; = 1T S = 0. (10) 

At any point where N = ° but N 1=1=0, the second and third 
components of u(Det> *) = ° again lead to (10). Finally, if N 
and N 1 are both nonzero, solving the second, third, fifth, and 
sixth components of the equation for the ratio N / N I, setting 
these four quantities equal to each other, and combining the 
equations appropriately yields 

(1T1] +1T,;?=(7]'-5Y (11) 

But in terms of the transformed variables, (3) becomes 

(1T g + 1T1])2 > (7]' - 5 ')2, 

which contradicts (10) and (11). The contradiction proves 
u(Det> *) is injective so Det> * is elliptic. Thus the splitting (7) 
holds in this case also. 

However, Det> * itself is not always injective (and so Det> 
is not always surjective). For example, if ¢' 5,7], and 1T", are 
constant, then HI = ° and the equation H = ° has a solution 
with 1T sand 1T" constant. Then (N,N I) = (0, l)EkerDet> *, as 
is easily seen from (9). 

In fact, up to choice of initial embedding this is the only 
case in which Det> * is not injective. This follows because ele
ments ofkerDet> * may be identified with simultaneous sym
metries of all the fields (and, as discussed in Sec. III, there is 
essentially only one instance of such a symmetry). From the 
action 

f dt f dX(1T¢~ + 1T.t + 1T" ~ - NH - NIH1) 
)U(1) 

the equations of motions are 

i. (¢J, 5,7],1T",,1T g,1T 1]) = JCDet> *(N,N I), (12) at 
where 

J=(_OId ~). 
[This form of the evolution equations follows directly from 
varying the action with respect to the dynamic variables and 
generalizes Hamilton's equations: 

a 
- (q,p) = JoDH *(1). at 

For a more detailed discussion of this form for evolution 
equations, cf. Fischer and Marsden.'] Equation (12) gives 
the change in the variables along the flow of a timelike vector 
field 

:r = H(1T,; + 1T1])2 - (5' -7]')2r /W7]U +Nleu1 (13) 

on S. By linearity, (12) defines the change along any vector 
field given by (13), timelike or not. From (12) it is clear that a 
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simultaneous symmetry for all the fields must give rise, by 
the decomposition (13), to (N,N I)Eker D(/> *. Conversely, 
suppose (N,N I)Eker D(/> *. Define za = a/at as in (13) on 
the Cauchy surface. No matter how Z a is extended off the 
surface, by (12) 

as = a1/ = a1T 5 = a1T'1 = ° 
aA aA aA aA 

(14) 

holds on the surface, where A = parameter for the flow along 
Z". From (14) and (4b), 

a za = (const).-ax (15) 

on the surface. Extend Z " to S by (15); then (14) will hold on 
S, so Z" will be a symmetry for 5 and 1/. Now consider 
a,p / aA = Z a,p'a ' which satisfies the scalar wave equation (I) 
(using the fact that Z a is a Killing vector). From (12), a,p / aA 
and its normal derivative on the Cauchy surface are zero, so 
by standard arguments, a,p / aA = ° on S. Thus (N,N I) 
Eker D(/> * gives rise to a simultaneous symmetry of all fields. 

At a solution with symmetry and at the most conve
nient embedding, T = const and X = x, the symmetry 
(N,N I) is (0, I). Consider the second order perturbation of 
the constraint equations (2): 

D2(/> «q¢>,q s,q,/,P¢>,p S'P'1),(q¢>,q s,q'1'P¢>'P S'P'1» 

+ D(/> (Q¢>,Q s,Q'1' P¢>,P 5' P'1) = 0, (16) 

where Q¢>, Q 5' Q'1' P¢>, P s' and P'1 represent the qua
dratic perturbations of the fields. Integrating the inner prod
uct of (16) and (0, I) over U (I) yields 

(17) 

where the second term in (16) has dropped out by integration 
by parts because (0, I )Eker 'D(/> *. 

To prove linearization instability it suffices to exhibit a 
linear perturbation (q¢>,q s,q'1' P¢>, P s' P'1) satisfying the lin
earized constraints (S) and violating the second order condi
tion (17). At the chosen embedding the symmetric solution is 
given by constant,p, 5,1/, and 1T ¢>, with 1T s + 1T'1 = 2112 [from 
(4b»). Solving the constraint H = ° gives the equations 

1T 5 = 2 - 1/2(1 - J.l2,p 2 - !~) 

and 

1T'1 = 2 - 112(1 + J.l2,p 2 + !~). 
Equations (S) reduce to 

2J.l2,pq¢> + 1T¢> P¢> + 2 -1I2(J.l2,p 2 -!~ + l)p s 
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(IS) 

and 

1T¢>q~ + 1T1; q's + 1T,/q;/ = o. (19) 

The desired perturbation is the following. Take any nonzero 
functionf(x) on U(I)suchthatS U(I) dxf(x) = O.If1T¢> = 0, 
letq~ =P¢> =f(x),ql; =q'1 =O,andchoosep s andp" so 
that (IS) is satisfied. If 1T ¢> =1=0 but 1T S (or 1T,,) = 0, let q~ 
=Pt: =f(x)[orq~ =P'1 =f(x») and solve (IS) forp¢>, let

ting all other perturbations be zero. In both these cases the 
integral in (17) becomes 

2 ( dxf2(X)=I=O. 
JU(I) 

If none of the momenta are zero, suppose J.l2 ,p 2 - !~ 
+ 1=1=0. (OtherwiseJ.l2,p 2 - !~ - 1=1=0, and the roles of 5 

and 1/ and their associated momenta and perturbations 
should be interchanged in the following.) Let q~ = P s 
= f(x) and q 5" = P'1 = 0, and solve (IS) for P¢> and (19) for 

q,/, The integral in (17) becomes 

2 ( dxq~p¢> 
JU(I) 

_ ~ ( dx q~ [2J.l2 ,pq¢ + 2 - 1/2(J.l2,p 2 

1T¢ JU(I) 

-!~ + I)ps] 

21/21 _ __ dx (J.l2,p 2 - !~ + 1)f2(x)=I=O. 
1T ¢> U(I) 

Thus (17) is violated, which proves linearization instability. 
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Conservation laws of the Benjamin-Ono equation 
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We report here an empirical algorithm to construct conservation laws of the Benjamin-Ono 
equation. 

I. INTRODUCTION 

Recently,1 one of us (HHC) in collaborating with Lee 
and Pereira have found multisoliton solutions of the so
called Benjamin-Ono equation2.3 

q, + 2qqx + Hqxx = 0, (1) 

where H is the Hilbert transform operator defined by 

Hq(x) = !..-I q(z) dz. (2) 
1T z-x 

These multi solitons are represented by N-pairs of poles mov
ing in the complex x plane. The dynamics of these poles are 
found to be exactly the well known Integrable Calogero
Moser-Sutherland N-body problem.4 Therefore, a complete 
description of the N-soliton motion is known. However, N
soliton solutions are only special solutions of the Benjamin
Ono equation. There is in general, a nonsoliton part which 
behaves like a linear wave packet. It disperses and spreads. 
To our knowledge, there is yet no way to describe the time 
evolution of this nonsoliton wave packet. On the other hand, 
it is obvious that conservation laws provide information 
about the time-evolution of the nonsoliton solution. The 
more number of conservation laws we know, the more 
knowledge we have in predicting the evolution of the solu
tion. As a matter of fact, for an integrable nonlinear system 
like the Korteweg-de Vries equation,S it is believed that con
servation laws are closely connected to the inverse scattering 
scheme that solves the equation. 6 Therefore, we shall study 
in this paper the conservation laws of the Benjamin-Ono 
equation. 

II. EXISTING CONSERVATION LAWS 

Ono l seems to be the first one to study the conservation 
laws of the Benjamin-Ono equation. He presented four con
servation laws 

and 

C1 = I: oc qdx, 

C2 = I: oc q2 dx, 

C3 = ~ J: 00 (q3 + ¥iHqx) dx, 

(3) 

(4) 

(5) 

"'Permanent address: Department of Physics, Clarkson Institute of Tech
nology, Potsdam, New York 13676. 

d Ioc Bl = - xqdx. 
dt - 00 

(6) 

In fact, the last one, B I , is not an independent conserved 
quantity. It is equivalent to C2 • Therefore, Ono has indeed 
found only three conservation laws, C1 , C2 , and C3 • Meiss 
and Pereiria7 subsequently found two more conservation 
laws, 

(7) 

and 

Cs = If Joc oc [qS + J?(/Hqx + ¥/H(qqx) 

+ ¥i(Hqx)2 + Ijqq~ + ¥/xHqxx] dx. (8) 

In fact, it is these two conservation laws that inspired the 
discovery of multisoliton solutions. 

III. AN EMPIRICAL ALGORITHM 

The conservation laws of the Benjamin-Ono equation 
are in fact global laws, in contrast to the Korteweg-de Vries 
conservation laws that are local. In other words, if we now 
define 

Cn roc oc Un dx, (9) 

then 

Un., = (f3n + I)' + On + I for n = 1,2,3,4, and 5. 
(10) 

Here on + I represents the collection of those terms that can
not be written as total derivatives. We demand also that 
on + I be of the form 

(11) 

in order to uniquely define on + I' Note that Eq. (11) guaran
tees that f~ 00 on + I dx = 0 due to the integral theorem 

I: oc fHgdx = - I: oc gHfdx. (12) 

Otherwise'O'n would not be conservation laws. For example, 
we have 

(13) 

with 

0'2 = q2 + Hqx, 

0'3 = ~(q3 + ¥JHqx + iHO'2.x)' (14) 
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and 

t5, = 2q,Hq,. 

Obviously, <5, is not a total derivative. But, according to Eq. 
(12) we see immediately that 

rr / q,Hq, dx = - f"' 7C q,Hqx dx = 0. (15) 

As a matter offact, for the five known conservation laws, we 
have 

{3" - a", n = 2,3,4 ,S, 

or the empirical algorithm 

a".! = - a" . l.x + D" _ J for n = 1,2,3,4. 

The quantities a", <5" can be written out explicitly: 

a l =q, 

a 2 =q2+ IHa u ], 

a, = ~(q' + ¥lHq,) + I Ha2., i, 
a 4 = Hq4 + 3lHq, + 2q~] + 2 [qH(q2L - q2Hq, 

+ !(Hq,)2 - qq, - ¥I; + ~Ha,.,], 

(7, = If[q5 + 1fq'Hq, + ¥/H(qq,) + '¥J(Hqx)2 

and 

15 2 5 R ] + ! _ 8( 'Hq) + 'rIq, + '¥Ix q" ( '1 q x 

- 4 [q(Hq)(Hq,)]x - S(q2qx)x - 2(qHqx)" 

+ S [qH (q2qx) + q2qxHq] 

+ 4 [qH (qHq,,) + q(Hq" )(Hq)] 

+ 4[(Hq,)(Hqq,) - qq; ] 

+ 4 [(Hq)qxHqx +qH(qxHq,)]], 

<5 J = D2 = 0, 

<5, = 2qx H q" 

<5 4 = 4qq,Hq - 4qH(qqx), 

D, 

(16) 

(17) 

(1S) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(2S) 

= Slq,Hqx + Sq,H(q2qJ + 4qx(Hqj + 4qx H (qx H qx) 
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+ 4qxH(qHq,,) + 4(Hq,)(qHqxx) + 4q"Hqxx' (26) 

We do not yet have a proof of Eq. (17) for general n, But we 
shall be very surprised to find it wrong for higher n. 

IV. A NEW CONSERVATION LAW 

Indeed, we tried the case for n = S in (17) and we found 
a new conservation law, 

C6 = % L'" [q6 + ft/Hqx + Sq'H(qqx) 

+ 1fq(Hqx)(Hqqx) + l}</(Hqx)2 + ];(lq~ 
+ ISqqxHqxx + 1fq;Hqx + 3qxx 2]dx. (27) 

We have not applied our empirical algorithm (17) to 
n = 6 or higher. The algebra becomes more and more messy. 
But we strongly believe that infinite number of conservation 
laws exist. These conservation laws should reduce to the 
conservation laws of the Calogero-Moser-Sutheriand 
many-body problems when we specialized to the pure N
soliton solutions. Recent work6 shows close connection be
tween conservation laws and the inverse scattering scheme. 
We hope that the eventual verification of our empirical algo
rithm (17) would reveal this connection for the Benjamin
Ono equation also. 
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Asymptotic regularizations as an alternative to distributions for the study of 
singular hypersurfaces 
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(Received 18 June 1979; accepted for publication 23 August 1979) 

A technique designed to give shock wave surface and propagation equations of quasilinear 
differential systems is given which can be used when the distribution method does not lead to any 
practicable results. The technique, called "asymptotic regularizations", uses a smoothing process of 
the discontinuous functions which becomes negligible as a parameter w is made arbitrarily large, 
thus revealing the behavior of the discontinuities on the singular hypersurface. This paper is also, in a 
way, the answer to a conjecture formulated by Lichnerowicz to the effect that there should be a 
theorem relating distribution theory to asymptotic expansions on manifolds (as defined by Choquet
Bruhat) which could explain the formal similarity of their respective results when they are applied to 
the differential systems of some relativistic fluids. 

1. INTRODUCTION 

Distributions in R n have been generalized to distribu
tions on Riemannian manifolds by Lichnerowicz (a sum
mary of this method can be found in Ref. I). This author has 
also shown how these distributions could be used to obtain 
equations for infinitesimal shock propagation and for the 
hypersurfaces on which they occur in the case of source-free 
Einstein-Maxwell (E-M) equations and those of relativistic 
magnetohydrodynamics (MHO) (cf. Refs. 2 and 3). 

However this method fails to give infinitesimal shock 
propagation equations when we consider for example, a non
inductive, heat-current free relativistic fluid. 

This failure to obtain propagation equations is due to 
the fact that in distribution theory a continuous tensor T, 
defined on an open set n, which has discontinuous deriva
tives as it crosses a hypersurface ~ satisfies on n a distribu
tion equation of the type 

8[Va VpT] = Valp8T + la Vp8T + IpVa8T + lalpT (1) 

(cf. Ref. I), in which Tis a tensor distribution, of the same 
tensorial type as T, which is not given by distribution theory: 
It is only known to exist. "Propagation equations" given by 
distribution theory are thus of little interest if it cannot be 
shown that contributions from those T's amount to zero. 

\ Although this can be done for the fluids mentioned above 
(source-free E-M and relativistic MHO) it is not so, for ex
ample, for the non inductive, heat-current free relativistic 
fluids (to be considered in a later publication). 

What we intend to show here is that there exists an 
alternative way to find propagation equations in which no 
function of indeterminate form appears. 

On the other hand, the conjecture of A. Lichnerowicz 
to the effect that his distribution theory should be mathemat
ically related in some way to asymptotic expansions (as de
fined and used by Y. Choquet-Bruhat in Ref. 4) is disproved 
and replaced by a mathematical correspondence with as
ymptotic regularizations, the former similarity being due in 
fact to the similitudes encountered in computations occur
ring both in asymptotic expansions and asymptotic regular-

izations. Asymptotic expansions do not always give results 
similar to those of distributions for all types of shocks and 
fluids, whereas asymptotic regularizations do. 

2. REGULARIZATIONS OF THE METRIC TENSOR 

Suppose we are given an open neighborhood n of a 
manifold VI on which are defined the local chart (xa

) and the 
regular function rp of the coordinates of this chart. Assume 
also that the equation rp - 0 defines a regular hypersurface ~ 
which divides n into two nonempty open sets n. and no, on 
which rp > 0 and rp < 0, respectively. Then we have either one 
of the following possibilities: 

A. Regular metric 

By this we mean that the metric together with its first 
and second derivative are continuous on n. 

(A) Consider first a tensor field °T(x) which is continu
ous on both n. and n., but regularly discontinuous at~ (i.e., 
Lim.p--.o + ° T and Lim.p--.o ° T are both tensor valued func
tions defined on ~. 

We shall denote the discontinuity field on ~ of a tensor
ial quantity A by 

[A] = LimA - LimA _A_ -A., 
.p--.o- .p--.o' 

where the - and + subscripts should have obvious 
meanings. 

Let us construct a "regularized" field T in the following 
way. We shall have 

T (x,wrp )= °T (x) + IT (x,wrp ), (2) 

where I T is chosen in such a way that T and its first deriva
tives are continuous on n. Of course, this implies that I T is 
itself discontinuous at ~. Actually we must have 

[IT]~ _ [OT] 

on~. 

Ifwe restrict I T to have its support in n., we then have 

IT-O if rp (x)<;O 
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and 

'T+ Lim 'T= [OT]. 
~. 

We shall also demand thatgivenw andxo on..r, 'T(x,wl/J) be 
absolutely integrable with respect to the variable t wl/J, 
these integrals being uniformly bounded on..r. The scalar 
function 

IIA 11- sup i IA a···(31 dA-y .. .., 0/, 
1 ~o 

", ... ,'" ~ 0, .. ·,1 

in which I,,, is that integral path of the field la=al/J laxa 

which crosses..r at xo , is then a norm when restricted to the 
set of tensors which are continuous on fl+ and fl_ (expres
sions such as "almost everywhere" are of no use here), It 
follows that as w goes to infinity, T converges to °T with 
respect to this norm, Moreover, if we take the covariant de
rivative of both sides ofEq, (2) we get, e.g" 

Va T(3y = Va °T(3y + Val T(3y 

= Va °T(3y + wIT pyla 

+ 'T(3y,a - 'TA.yr~a - 'T(3A. r ;a' 

where I T'-a IT lat and the r~r's are the connection 
coefficients, 

Since Va T(3y must be continuous, we get by taking the 
limit as l/J goes to 0 from both sides of..r and subtracting the 
two limits on ..r, 

o = [Va T(3y] 

= [VaoT(3y] + [WI Tp/a 1 
+ ['T(3y,a - 'TA.yr~a - I Tf3A.r;a ] 

= [Va °Tf3y] + {w'Tpr+ la 

+ I Tf3y,a + - 'TA.y+ r~a - 'Tf3A. + r;a}, 

whence for a non-null hypersurface (fa I a #0) 

(
IT IA. ) 

[V °T ]=1 (3)'+,A. +w'T' ++V [OT ] (3) a (3)' a I I/J. f3)' + a f3y' 
Ii 

in which +V denotes the covariant derivative defined on..r by 
the restriction to this hypersurface of the metric and its 
connection, 

We note now that 

{j [Va °T] = V" ({j[OT]) + laf>T, (4) 

the result given by distribution theory for that type of discon
tinuity (cf. Ref, 5) is quite similar to (3). We shall suppose 
from now on that I T(3)' + ,,.( 1,.( = 0 on..r. (3) and (4) then have 
the same meaning when (4) is restricted to..r. Moreover, an 
elementary development shows that wIT ~(3 constitutes a se
quence, with respect to w, of regular distributions defined on 
fl which converges to a singular one with support on ..r. 

(B) If we are given instead a °T continuous on fl with 
discontinuous derivatives as it crosses ..r, then it is known 
from Hadamard that there exist quantities A, of the same 
tensorial type as Ton ..r, such that 

[OT.a] = Ala. 

Thus, if we construct the regularization 
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1 
T (x,wl/J ) = °T (x) + - 2T (x,wl/J ), (5) 

w 

where 2 T has support in fl+ (the left superscripts 0,1,2, etc. 
referring to the order in w - I of the respective expressions 
once the norm has been computed) and require that T to
gether with its first derivatives be continuous and absolutely 
integrable on fl, it then follows that 

Lim 2T' =A 

and 

Lim 2T,a = 0 on..r. 
</>-_0' 

(6) 

Hence, we get, since Va T(3 is to be continuous, 

0= [Va Tf3] 

= [Va °T ] + 2T' + ~ I [ 
2T IP] 

f3 f3 I Ill- a 
Il-

+ J.. [2T _ ITf3.p IP _ IT rA. ]. 
W f3.a I I/J. A. f3a 

/J. 

Ifwe assume, as in the previous case, that ITf3.p IP van
ishes, we have 

[V"OTf3 ] = - [ITp]/a - J..[2T(3.a -ITA.r~a] 
w 

= 2Tp+ la 

from (6) and the continuity of2TA. and r~,.( on fl. This is 
again to be paralleled by 

{j [Va °T(3] = la f> °Tf3 

which is the corresponding result from distribution theory 
(we can go no further than just pointing out this similarity, 
since the form of f> °T is never exactly known, although it 
should be obvious that on..r they are identical, since the two 
equations are Hadamard's condition for that type of discon
tinuity on..r). It should be noticed that Limw _ oo 2T' has 
support in..r only. 

It is more interesting to look at [Va V f3 °T ], supposing 
Va V (3 T is continuous on fl and that Lim,p.-.o' 2T ~,) v van
ishes. We get 

[Va V (3 °Ty ] = w 2T; + la 1(3 + la +V (3 2T ~ + 

+ 1(3 +Va 2T~+ + 2T~+ +Val(3 

+O(w- 2
), 

where 0 (w - 2) means "terms of order 2 or greater in w - I," 
with respect to the norm defined above. This result should be 
compared with (I). Actually, they have the same meaning on 
..r, provided we identify T(3 and ( - w 2T~), and still associ
ate 1J °T with 2T' as we did above. Again, it can be easily 
shown that the limit of the sequence of "regular distribu
tions" I w 2 T; 1 as w goes to infinity is an irregular, i.e., 
"true," distribution which can be considered a multiple of 
the usual Dirac {j, on each integral path Ix" of the field la' 
with support XoE..r. 

B. Metric with discontinuous derivatives 

In this case, we have from Hadamard 
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(7) 

Sinceg itself is continuous, we do as in (5) and construct 

° 1 2 A. (8) ga[3 = ga[3 (x) + - ga[3 (x,W'f' ) 
w 

as asymptotic regularization to °ga[3' 2ga[3 having support in 
fl+. As we require that g be continuous and have continuous 
first derivatives, we obtain by the usual process 

Lim 2ga[3 = 0, 
"'- .0' 

2ga[3 = 0 if ¢ < 0, 

2g~[3 = 0 if ¢ < 0, 

Lim 2g~[3 = aa[3' 2g~[3 integrable along S. 
~O' 

The two results we have from distribution theory are 

g"V8[ga[3.J.lv] = 21 AJA8ga[3 + g"vll'.v8ga[3' 

8 [F[3.a ] = la 8F[3' 
(9) 

where Fa = 0g"v +r:,. are the so-called "harmonic quanti
ties." On the other hand, using the asymptotic regularization 
given by (8), we get first 

2;;n[3 
~[3 = 0gn[3 __ 5_ + 0 (w - 2), 

w 

where the bar indicates indices raised with 0gn[3, 

~gn[3 °gaA = ~). We then get by subtraction of the two lim
its as ¢~O- and ¢~+ 

o = [g',vga[3.J.lv] 

= 0gP [Oga[3.J.lv ] + wll' II' [2g~[3 ] + 2/1' [2g~[3.1' ] 

+ o~'vll"v [2g~[3 ] + 0 (w - 2), 

that is, 

O;;pv[Og ] _ 2/1' 2g' + o;;pvl 2g' 
5 a[3.J.lv - a[3 + .1' 5 I',V a[3 + 

+ wIJl'eg~(3) + + 0 (W - 2). 

Hence we have to order one in w - 1, a result which has the 
same meaning as (9) on ~, provided 

11'1'Leg~(3) + = O. 

3. REGULARIZATION OF PRODUCTS OF 
DISCONTINUOUS FUNCTIONS 

It may happen that the discontinuity of a product of 
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discontinuous functions is required. When this happens, it is 
an easy matter to obtain it using asymptotic regularizations. 

Suppose for instance that we are given two quantities 
°A,oB which are continuous on fl with discontinuities of 
their first derivatives at~. Then we have, for appropriate 
quantities a and b, 

[OA,a] = ala, [OB,[3] = bl[3. 

Regularizations ofoA and °B are of the form 

1 
A (x,w¢ ) = °A (x) + - 2A (x,w¢ ), 

w 

1 
B (x,w¢ ) = °B (x) + - 2B (x,w¢ ), 

for which we must have 

Lim 2A I =a, 
</>-.0' 

Lim 2B' = b 

w 

together with the usual integrability conditions. From this 
we get 

A.a B,[3 

=(OA +2A'1 + ~2A )(OB +2B'1 + ~2B ) .a a ,a ,[3 [3 ,[3 
W w 

= °A,a °B.[3 + °A,a 2B'I[3 + 2A lOB,[3la 
+ 2A I 2B 'lal[3 + 0 (w - 2) 

and from the continuity of A.aB.[3' we obtain 

[OA.a °B.[3] = °A.a + 2B '+ 1[3 + 2A '+ °B.[3 + la 

+ 2A '+ 2B '+ la l[3' 

This has the advantage of being defined in terms of limits 
taken from the fl+ side of ~ only. 

'A. Lichnerowicz, "Sur les on des de choc gravitationnelles" C. R. Acad. 
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tiques," Colloques Internationaux C.N.R.S., 1973220,47-56 (1974). 

'A. Lichnerowicz, "On des de choc en magnetohydrodynamique relati
viste," Ann. Inst. H. Poincare, Ser. A Vol. V, No. 1,37-75 (1966). 

'Y. Choquet-Bruhat, "Couplage d'ondes gravitationnelles et eIectromagne
tiques a haute frequence," Colloques Internationaux C.N.R.S., 1973220, 
85-\00 (1974). 

5 A. Lichnerowicz, "Theorie des rayons en hydrodynamique et magnetohy
drodynamique relativistes," Ann. Inst. H. Poincare, Ser. A Vol. VII, No.4, 
271-302 (1967). 
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A note on completeness 
T. A. Weber and C. L. Hammer 
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(Received 23 April 1979; accepted for publication 26 September 1979) 

Completeness relationships for eigenfunctions of second order differential equations are 
presented in a form which employs a contour integration rather than the usual integration and 
summation over eigenvalues. This technique which is particularly applicable for scattering 
problems simplifies the usual procedures and the proper weight functions are easily obtained. 
Some examples are given. 

I. INTRODUCTION 

In many applications of physics it is convenient to ex
pand the general solution of a second order differential equa
tion in terms of a complete set of eigenfunctions which are 
chosen to satisfy appropriate boundary conditions. In gener
al we must obtain all the bound and continuum states and 
then determine the expansion coefficients. a complicated 
procedure indeed. This is also true for scattering problems 
even though the incident wave packet has no overlap with 
the scattering center. The bound-state contributions vanish 
only if the incident packet is at an infinite distance from the 
scattering center. 

A technique is presented here which simplifies the usual 
approach. The method involves a single contour integration 
over complex values of a parameter. When the solutions sat
isfy the appropriate boundary conditions this parameter is 
just the eigenvalue. In this way, the bound and continuum 
states are treated in the same way. 

Our proof depends only on the existence of L 2 integra
ble functions of a Hermitian operator. It is therefore more 
general than the proof given previouslyl which depended 
specifically upon that fact that the asymptotic scattering so
lutions were plane waves. 

We find that our expansion represents both the regular 
and irregular solutions of the differential equation, even at 
the singular points. The completeness relationships for Her
mite polynomials and for spherical Bessel functions are giv
en as specific examples. The formulation is especially suit
able for scattering solutions since the completeness 
relationship is manifestly written in terms of outgoing 
spherical waves. Such solutions are treated extensively in 
our previous work. 1 

II. COMPLETENESS RELATIONS 

Equations of the form 

(L - A)IP = 0 (1) 

will be considered where L is an Hermitian operator. For the 
radial Schrodinger equation, which can be put in the form 

L
- _~ 1(/+ I) 2mV(r) 0 
- .2 + . .2 + ?' <,r<, 00, 

dr r n-
A corresponds to the energy eigenvalues 

A = (2mE In2)=k 2. 

(2) 

(3) 

One method for solving Eq. (I), with given boundary 
conditions, is by use of a Green's function which satisfies the 
inhomogeneous equation 

(4) 

Note that the I-dependence has been suppressed to eliminate 
notational clutter. The Green's function GJ.. can also be writ
ten as an operator 

GJ.. = (A - L) t, (5) 

called the resolvent. It follows from Hilbert's spectral theo
rem for Hermitian operators2 that the resolvent is an analytic 
function of A except for simple poles for A in the discrete 
spectrum and a branch line for A in the continuous spectrum. 
These occur for real values of A. 

Now consider integration of G;. counterclockwise on a 
large circle in the physical sheet of the complex A plane. If 
the operator is bounded then a circle can be chosen large 
enough to include all singularities. Otherwise, the radius of 
the circle must be allowed to approach infinity. Thus a 
Cauchy integral representation can always be found such 
that 

(6) 

This is an integral form for the completeness relationship for 
the eigensolutions of Eq. (I). In configuration space, this 
equation is 

(7) 

where the circle is collapsed into the contour C shown in Fig. 
1. 

The Green's function can be constructed from solutions 
satisfying the usual boundary conditions at the origin and at 
infinity. At the origin, regular solutions for the operator de
fined in Eq. (2) are chosen.} These satisfy· 

COMPLEX A-PLANE 

o E .... ::000 ,0 - REAL A AXIS 

C 271" 

FIG, 1. Contour C in the complex A plane. 
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lim[r- I - 1 ¢",(r)]_I, (8) 
riO 

provided the potential behaves better than r - 2 at the origin. 
Since the boundary condition is independent of A, ¢ '" (r) is an 
analytic function5 of A. The boundary condition at infinity 
depends on whether or not a continuum exists. It is conve
nient to treat the case where there is only a discrete spectrum 
before considering the more general case. 

For potentials that are unbounded at infinity, such as 
the harmonic oscillator, which lead to discrete spectra only, 
solutions that approach zero as rt 00 can be found. That such 
solutions, defined asf", (r), exist can be seen from the asymp
totic form obtained from the WKB method, 

f", (r) r=:: [U(r) - A] - 1/4 exp{ - r [U(r> - A] 112 dr}. 

(9) 

where U (r) = 2m V (r)/1I 2 andA is real. The Green's function 
may then be constructed as 

- ¢",(r)f",(ro) 
G",(r,ro)= , r<ro' 

L", 
¢'" (ro)f", (r) 

r>ro, = (10) 

where 

L", = f", (r)¢ ~ (r) - f~ (r)¢", (r) 

=W [I",(r), ¢",(r»), 

is the Wronskian which is independent of r and the prime 
denotes differentiation with respect to the argument. For 
values of A where the Wronskian is zero, the solutionsf", (r) 
and ¢ '" (r) are clearly linearly related. This means that each 
function must satisfy the boundary condition for r Was well 
as that for rt 00. These must be the bound-state eigenfunc
tions which occur for the real values of A which correspond 
to the simple poles of the integrand ofEq. (7). Thus Eq. (7) 
reduces to 

(11) 

where the contour C is counterclockwise around all the zeros 
ofL;.. 

For the general case there is a continuous spectrum as 
well as a discrete spectrum. The WKB method shows that 
there exist asymptotic solutions such that 

f;. - f(V):, r) = exp [tV): r ], (12) 
r I oc 

provided the potential decreases faster than r - 1 at 00. If A is 
chosen to have phases 0 to 21T as shown in Fig. 1, then 
f(v A,r) is convergent for complex A in the cut plane. If the 
cut is approached from above, outgoing wave conditions are 
obtained, while if the cut is approached from below incom
ing wave conditions are obtained. _ 

It is convenient t; make the transformation k = V A . 
Then 

( Gk(r,ro)kdk= -1To(r-ro), Je (13) 

where the contour is shown in Fig. 2. Here Gk (r, ro) is an 
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1m k AXIS 

COMPLEX k- PLANE 

C' 

REAL k AXIS 

FIG. 2. Contour C' in the complex k plane. 

analytic function of k in the upper half k-plane except for 
simple poles on the imaginary axis. The Green's function is 

¢ (k,r)f(k,ro) 
Gk(r, ro) = , for r<ro, 

L + (k) 

¢ (k,ro)f(k,r) 

L + (k) 
(14) 

where ¢ satisfies the boundary condition given in Eq. (8) and 
fsatisfies Eq. (12). The Wronskian, which becomes 

L + (k) = f(k,r)¢ '(k,r) - f'(k,r)¢ (k,r), 

= (21 + 1) lim [r:t(k,r)] , 
riO 

is the Jost function. The functionf(k,r) is an analytic func
tion of k in the upper half k plane6 and the function ¢ (k,r) 
may be written as 

¢ (k,r) = - (2ik) - I [L + (k )f( - k,r) - L _ (k )f(k,r»), 
(15) 

where 

L _ (k) = ¢ '(k,r)f( - k,r) - ¢ (k,r)f'( - k,r) 

= (21 + 1) lim [';f( - k,r)]. 
riO 

It follows in the general case that Eq. (3) reduces to 

i ¢ (k,r)f(k,ro) k dk = i1To(r - r
o

), 

c L + (k) 
(16) 

in parallel to Eq. (11). The proof ofEq. (16) for the discrete 
part of the spectrum is identical to that given previously. 
That is,f(k,r) and ¢ (k,r) are linearly related for values of k 
where L f (k) = 0 thereby making G k (r,ro) symmetric in r 
and ro. The remainder of the proof follows from the fact that 
Gk (r, ro) has this same symmetry for values of k on the real 
axis. To see this consider that part of the C' integration that 
corresponds to the integral 

f .. 
'" k dk ¢ (k,r)f(k,ro) 

. oc L f (k) 

= (i/2) IX", dkf( - k,r)f(k,ro) 

- (i12) roc oc dk [L _ (k)IL I (k»)f(k,r)f(k,ro)· 

(17) 

The change of integration variable from k to - k in the first 
term ofthe rhs ofEq. (17) then gives, whenf(k,r) is factored 
from the two integrands, 

f
oo k dk ¢ (k,r)f(k,ro) = foo k dk ¢ (k,ro)f(k,r) . 

- 00 L + (k) -- 00 L + (k) 
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It follows from Eq. (16) that an arbitrary function g(r) 
can be expanded either in terms of ifJ (k,r) or/(k,r). For exam
ple, either 

g(r) = ( k dka(k )/(k,r) 
Je L + (k) 

where 

a(k) = (i1T) - 1 (00 g(r)ifJ (k,r) dr, 
Jo 

or I and ifJ can be interchanged. 

(18) 

(19) 

Equation (18) is particularly useful if it is desired to 
expand g(r) in terms of functions which asymptotically are 
spherical outgoing waves. Note also that, if ifJ (k,r) is suffi
ciently regular at the origin, a(k ) is finite even for function 
g(r) that are singular at the origin. In the next section, as an 
example, we illustrate how spherical Hankel functions can 
be used to represent irregular functions in the closed interval 
o to 00. 

III. EXAMPLES 
A. Completeness for simple harmonic oscillator 

The equation for the simple harmonic oscillator is 

(20) 

where risexpressed in units (2mlil/ll) -- 1/2 and A = (E 11llU). 
The solutions are parabolic cylinder functions. The bound
ary condition on ifJ given by Eq. (8) gives an expansion for 
odd functions only. The appropriate solutions areS 

ifJA(r) =Y2( -A,r), 

which is regular at the origin and 

IA (ro) = U( - A,ro )' 

which is bounded at infinity. The Wronskian 

(21) 

(22) 

LA = W[fA(r),ifJA(r)]=1TI12[2A12-1/4/rG-!A)] 
(23) 

has zeros which occur for 

An = n +! (n odd). 

For these values of A, 

Y2( -A,J) 

-1T- 1/22-A12n-1/4r(!-!An)U(-An,r), (24) 

where 

U(-An,r)=2 -n12 e r'/4 H n(rN2), (25) 

and Hn is the Hermite polynomial. The completeness rela
tion, Eq. (11), can be used to obtain the sum of residues 

V 211T I (n!) - 1(2) n e(r t ,,',)/4 Hn (rIV2) 
11--",1 

odd _ 

x Hf/(ro/V 2) = b(r - ro), (26) 

which is the standard result. It is apparent that the functions 
which are orthogonal for the range of integration r = 0 to 
r = 00, are 
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The even functions can be obtained by requiring the bound
ary condition on ifJ to be 

ifJ (0) = 1, 

ifJ '(0) = O. 

The remainder of the analysis is identical to the "odd" case 
described above. 

B. Completeness for spherical Bessel functions 

For V = 0 the radial Schroedinger equation is 

! -(d 2Idr) + [/(1+ 1)lr] =k2tPl' (27) 

The solutions of interest are spherical Bessel functions 

ifJI(k,r) = (21 + I)!! k-Ir jl(kr), 

and 

J, (k,r) = /1 + 1) kr h ~ 1 )(kr), (28) 

where 

LI(k) = (21 + I)!! /k -I. (29) 

The completeness relation, Eq. (16), becomes 

1T - 1 ro, 00 rjl(kr)roh Pl(kro)k 2 dk = b(r - ro). (30) 

According to this relationship an arbitrary functiong(r) can 
be represented by spherical Bessel functions by choosing 

al(k) = 1T - 1 L'" r dr g(r)jl(kr), 

g(r) = f~ 00 k 2 dk al(k) rh ~1)(kr). (31) 

Iflimr10 rJ'g(r) = const, r> 0, the integer! must be chosen to 
satisfy I>r - 2, if a(k) is to exist. The expansion as written in 
Eq. (31) will represent g(r) everywhere except possibly at the 
origin. To assure thatg(r) has the appropriate behavior at the 
origin, we choose a limiting process such that 

g(r) = r 2 f~x p2 dp a(plr)h ~1)(p), (32) 

which requires r 10 following Ik IT 00. That the expression, 
Eq. (32), represents g(r) even at the origin can be seen by 
substituting g(r) ~ r J' into Eq. (31). The result is 

a k) _ ~ r ((l - r)/2 + 1) 
I( - (21T)1!2 21' 1/2r((l + r + 1)/2) 

kl 2/(1), 

where the reflection property 

al(k) = ( - IY al( - k), (33) 

follows directly from Eq. (31). Substitution for al(plr) in 
Eq. (32) then gives 

gl(r) = r If(1) J~ x pl' dp h/l)(p) 

=r ;-

for all r, as required. 

C. Other completeness relationships 

The relationship Eq. (16), can be written in terms of 
regular functions also if one treats the bound-state wave-
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functions differently from the continuum wavefunctions. If 
the contour shown in Fig. 2 is brought down to the real axis, 
Eq. (16) becomes 

foo r/J (k,r)f(k,ro) . ~ kr/J (k,r)f(k,ro) 
k dk - 2m £.. 

- 00 L + (k) Res L + (k) 
= 17'i~(r - ro). 

The definition of r/J (k,r), Eq. (15) can be used to rewrite this 
equation in the fonn 

2 foo k 2 dk r/J (k,r)r/J (k,ro) _ 217' L kr/J (k,r)f(k,ro) 
- 00 L + (k)L _ (k) Res L + (k) 

= 17'~(r - ro). (34) 

where the residues occur because of the zero's 
L + (kn ) = O. 

For these values of k n 

2ikn 
f(kn,ro) = L_ (k

n
) r/J(kn,ro), (35) 

which completes the proof. This result is the standard fonn 
usually given for the completeness relationship.9 For the 
spherical Bessel functions there are no bound states to con
sider so Eq. (34) reduces to 

~ (00 k 2 dk rj,(kr)ro j,(kro) = ~(r - ro). (36) 
17' Jo 
Finally, we note that iff( - k,r) (and therefore L _ ) is 

analytic in the upper-half of the complex k-plane, the defin
tion of r/J (k,r) given in Eq. (15) can be used to show 

(217') - I f: 00 dkf( - k,r)f(k,ro) = ~(r,ro)' (37) 

a result which might be expected considering the asymptotic 
properties given in Eq. (12). In particular for the Hankel 
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functions, 

(217') - I f: 00 k 2 dk rh jl)(kr) ro h ?)(kro) = ~(r - ro), 

(38) 

where the integration path must go either above or below the 
origin (the residue vanishes). 
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It is shown that the extremal functions associated with a general functional form a set of 
biorthogonal and doubly orthogonal functions. The theory is applied to antenna theory to find 
the doubly orthogonal functions of the E and H plane strip source antennas. 

I. INTRODUCTION 

Sets of analytic functions [Fn J which are orthogonal on 
the interval - 00 < u < 00 with weight factor h2 (u) and 
which are orthogonal on the interval - 1 <u< 1 with weight 
factor hi (u) are called doubly orthogonal. These functions 
have proved to be of great value in the synthesis of continu
ous antenna sources (it is assumed that the far field radiation 
pattern of the antenna source is to approximate a desired, 
ideal radiation pattern as closely as possible) when the anten
na source is subject to an energy or magnitude constraint 
(Ref. 1, pp. 154-634 and Ref. 2). 

The usefulness of doubly orthogonal functions arises 
from the fact that the same functions [Fn J may be used to 
describe both the far field radiation pattern which is defined 
only on the interval - 1 <u< 1 and the energy constraint 
which is defined on the infinite interval - 00 < u < 00. 

A drawback to the applicability of these functions is 
that only a limited number of these functions are known to 
be doubly orthogonal. At the present time the only known 
doubly orthogonal functions are the spheroidal functions 
[ lJIa •n (c,u) J 3 (which include as special cases the prolate 
spheroidal functions4 and the even and odd Mathieu func
tions3

) and the generalized spheroidal functions. 5 

The object of this paper will be to greatly expand the 
known class of doubly orthogonal functions and to also show 
how these functions may be constructed. The first part of the 
investigation will show that the extremal functions of certain 
types of linear functionals are doubly orthogonal. The sec
ond part of the paper will derive for the first time the doubly 
orthogonal functions associated with the real and reactive 
power of the E and H plane strip source antennas. 

II. ANALYSIS 

This part of the investigation will be concerned with 
showing that the set of extremal functions associated with a 
certain type offunctional are doubly orthogonal. To formu
late the problem letf(t) be a function which is defined on the 
interval - I <t< 1 and also let F (cu) be the finite Fourier 
transform off(t ), wherec is a positive constant. (In the appli
cation to antenna theory c equals 1TL / A, where L is the 
length of the antenna and A is the wavelength of free space 
radiation.) The functional with which we are interested is 
defined by 

[Q] = f": 00 h2(u)IF(cu)1
2

du = (J,!!..J) , (1) 

fl_t h[(u)IF(cu)1 2du (J,!!..J) 

'''Supported by a University of Petroleum and Minerals Research Grant. 

where 

F (cu) = f~ /(t )e
jcUl 

dt 

and wheref(t) behaves as 

f(t) ~ 0 - t 2
) (3, /3> - 1 

for t arbitrarily close to ± 1. Also 

(J,g) = f /*(t )g(t) dt 

(2) 

(3) 

is defined to be the inner product offandg on - 1 <t< 1. The 
integral operators H t and H2 are obtained by an integration 
interchange in Eq. (1) and are given by 

H[ (c,t ) 

- = r tdt'{fthl(U)exP[jcu(t-t')]dU}, (4a) 

H2 (c,t ) 

- = ft dt'{J~= h2(u) exp[jcu(t-t')] dU}. (4b) 

The weight factors hi (u) and h2 (u) are also assumed to be 
even in u and nonnegative. 

We have chosen this functional because the set of extre-
mal functions associated with it for 

hI =O_u2 )a, lul<l, 
h2 = (u 2 - l)a, I u I> 1, (5) 

h2 =0, lul<l, a>-I, 

tum out to be the spheroidalfunctions [ lJIa •n (c,u) J. We have 
also chosen this functional because it describes the real and 
reactive powers which are associated with a number of con
tinuous line source antennas [Ref. 1, pp. 74-105] and is thus 
of practical value. 

The second half of Eq. (1) has been expressed as an 
inner product of the operators HI and H2 with the functions 
f(t). The kernels of these oper"i"tors ar; the Fourier trans
forms of hi (u) and h2 (u) as defined in Eqs. (4a) and (4b). It is 
clear that HI and H2 are Hermitian, positive definite, and 
real operators. It i;-assumed thatf(t) belongs to a class of 
functions such that the functional [Q] is always convergent 
and that the value of /3 is consistent with this convergence. 

To identify the extremals associated with the functional 
of Eq. (I) we vary [Q] with respect to all functions which 
meet the conditions (3) and cause the functional to be con
vergent. This is a straightforward procedure which has been 
described in detail in Ref. 6 [pp. 1108-9, Eq. (9.4.6)]. The [Q] 
functional after variation may be written in the form 

28 J. Math. Phys. 21 (1). January 1980 0022-2488/801010028-04$01.00 (ci 1980 American Institute of Physics 28 



                                                                                                                                    

(D f, (!!..2 - Q!!.dr> = 0, (6) 

where Q = [Q] I
JExT 

is the value of the functional at the extre
mum and Df(t ) is the first variation off(t). The condition that 
f(t) satisfy the boundary condition (3) is imposed by expand
ingf(t) and Df(t) in the series 

f(t)= Ixd)k(t), (7a) 
k~O 

Df(t) = I Dxk,¢Jk' (t), (7b) 
k' =0 

where it is assumed that the set of functions I ¢J k (t) J are 
complete and orthonormal in the interval - 1 <::.1<, 1 and sat
isfies the condition of Eq. (3). Examples of functions I ¢Jk J 
which satisfy these properties are the Gegenbauer polynomi
als [Ref. 6, p. 783] with 

¢Jdt)=(1_t2)!3T~(t), k=O,l, ... , f3>-1 (8) 

and the spheroidal functions3 with 

¢Jk (t) = (l - t 2)!3IJ1{3,n (c,u), k = 0,1, ... , f3> - 1. 
(9) 

Another set which may be used whenf3 = 1 are the functions 

A. {CdSkt, k = 0,2,4 .. ·, 
'f'k (t ) = - (10) 

sin~, k = 1,3,5 ... , 

with! = [(k + 1)/2]17. 

To proceed further with the analysis, we substitute (7a) 
and (7b) into Eq. (6) and carry out the inner products of the 
functions ¢Jk and ¢Jk' with operators H, and H 2 • After set
ting the coefficients of the independe;rt variatiOn of DXk · to 
zero, the following matrix equation results: 

(11) 

where [!i,] and [!!..2] are square matrices and [x] is a column 
matrix of the coefficients ofEq. (7a). The matrix elements of 
this equation are defined by 

[~, k" r , h, (u)<1>:. (CU)<1>k (cu) du, (12a) 

[!!..dk.k = IX x h2 (u)<1>:, (cu)<1>dcu) du, (12b) 

where <1>k is the finite Fourier transform of ¢Jk' 
The finite Fourier transform of the I ¢Jk 1 in Eq. (8) [Ref. 

6,p.62I]is 

lY2rrr (k + 2f3 + 1) 
<1>k (cu) = Jk + 13 + 'I' (cu), k!(CU)fJf-'/2 • 

k=0,I,2, (13) 

and the finite Fourier transform ofEq. (9) [Ref. 3, p. 187] is 

<1>,,(cu)=llvI3.,,(c)llJIfJ.,,(c,u), k=0,I,2 .... (14) 

The finite Fourier transform of the ! <1>k 1 in Eq. (10) which 
will be used later in this paper is given (Ref. 1, p. 115) 

<1>k (cu) = I~, ¢Jk (t )e
jcut 

dt 

{

f [ - 2Js.coscu ], 
(cu)2_k2 

= / [ - 2ksin~u ], 
(CU)2 _ k 2 

k=0,2, .. ·, 

k = 1,3, .... 
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(15) 

The <1>k in all three examples given above turn out to be 
complete and orthonormal in the interval - 00 < u < 00. 

It can easily be seen that the matrix elements of Eqs. 
(12a) and (12b) are zero whenever k is even and k' is odd (or 
vice versa) since <1>k and <1>k' are even and odd, respectively 
(recall that h, and h2 are even). Therefore it can be seen that 
the matrix equation (11) splits into two separate matrix 
equations one which describes the even coefficients and one 
which describes the odd. 

The solution to the matrix equation (11) consists of an 
infinite set of eigenvectors which we denote 

{
[xon 0,X2 nO··· ]T, n = 0,2,4,···, 

[x]~ = ' . . , T 

(O,x"n, 0,x3,n .... ], n = 1,3,5,···, 
(16) 

corresponding to an infinite set of eigenvalues 0 < Qo < Q, .... 
As is well known these eigenvectors satisfy the ortho

gonality relations 

[x]: [!i2 ][xln = QnNnDm,,,, 

[x]: [!!..' ][x]" = N" Dm .", 

(I7a) 

(I7b) 

whereN" is a positive normalization constant and 8m ." is the 
Kronecker delta. 

The doubly orthogonal functions associated with the 
functional ofEq. (1) may be constructed from the matrix 
eigenvectors [x]"' Letfn (t) and F" (cu) be the functions de
fined by the equations 

00 

f" (t) = I Xk."¢J,, (t) (18) 
k=O 

and 

F,,(cu) = I~/,,(t)ejCutdt= kt/k." <1>" (cu). (19) 

The double orthogonality relations that these functions 
IF,,(cu)l satisfy are given by the equations 

(fm,[iJ,,) = r, h,F:nF" du = Nn8m ,,,, (20) 

(fm ,!!.In) = I: 00 h2F:nF" du = Q"N"8m.,, , (21) 

These relations are a result of the orthogonality relations 
given in Eqs. (17a) and (l7b) and are proved in the Appen
dix, The first part of Eqs. (20) and (21) shows the additional 
interesting property that the set of functions If" 1 is biortho
gonal to the set of functions I HJ" ) . This property is needed 
in order to determine the coefficients when a known function 
is expanded in a series of the set II., 1 on the interval 
- I<,t<,1. 

We would like to point out that the construction meth
od which has been presented here to produce doubly ortho
gonal functions has the additional degree offreedom that the 
boundary conditions on the set offunctions If, 1 from which 
the functions IF" 1 arise may be specified. This is extremely 
important at least in antenna theory where the sources 
(which would presumably be represented by the set offunc
tions !f, 1) are expected to meet physical boundary condi
tions say in a slot or aperture. 

In concluding this section we would like to note that the 
formalism presented here for constructing doubly ortho
gonal functions is numerically practical and easy to imple-
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ment. The matrix elements require only a few hundred 
points of numerical integration for an accurate evaluation 
and also many of the currently developed eigenanalysis com
puter programs may be used to solve the matrix equations in 
a few seconds for reasonably small matrices (25 X 25). 

III. STRIP SOURCE ANTENNAS 

In this section we will illustrate the preceding method 
by finding for the first time the doubly orthogonal functions 
which are useful in the description of the real and reactive 
power of the E and H plane strip source antennas (Ref. 1, pp. 
74-105). This set of doubly orthogonal functions will repre
sent the real and reactive power of these antennas in their 
simplest possible form and thus will greatly facilitate anten
na synthesis methods which seek to limit the ratio of reactive 
power to real power to a fixed value. 

The ratio of the reactive power to the real power which 
is called the quality factor Q 7 has been derived by Rhodes 
(Ref. 1, pp. 74 - 105) for the E and H plane strip source 
antennas. The quality factor for the H-plane strip source 
antenna is given by Eq. (1) with 

hi (u) = 0- U2
)1/2, lui <1, 

h2 (u) = 0, I u I < 1, 

h2 (u) =U2j(U 2 _1)1I2, lul>l, 
and the quality factor of the E plane strip source is given by 
Eq. (1) with 

hi (u) = 0- u 2
) -112, lui <1, 

h2 (u)=0,lul<l, 

h2 (u) = (U2 _1)-112, lul>l. 
The functionf(t) represents the electric field in both anten
nas and the boundary conditions for the E-plane and H
plane strip sources are given by Eq. (3) withP = 1 andp = 2, 
respectively (Ref. 1, p. 89). 

To obtain an approximate numerical solution for the 
doubly orthogonal functions of both antennas, the functions 
! <Pk l ofEq. (15) have been used to calculate the matrix 
coefficients of [~I ] k.k' and [~2 ] k,k' up to a value of k = 49 
and k' = 49, The two resulting 25 X 25 matrix equations 
which correspond to the even and odd coefficients of Eqs. 
(12a) and (12b) have been solved on an IBM 360-158 com-

TABLE l. 

n 

o 
1 
2 
3 
4 
5 
6 
7 

Q of E-plane for c = 6 
(from matrix eq.) 

0.111174 - 03 
0.454066 - 02 
0.7215DO - 01 
0.473604 + DO 
0.187972 + 01 
0.1 \0122 + 02 
0.128359 + 03 
0.232237 + 04 

Q of H-plane for c = 6 

0.438691 - 03 
0.201505 - 01 
0,384336 + DO 
0.374175 + 01 
0.269618 + 02 
0.227449 + 03 
0.328553 + 04 
0.714732 + 05 
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puter using Harwell's eigenanalysis program EAI2AD, The 
resulting doubly orthogonal functions for both antennas 
turned out to be well behaved and the double orthogonality 
conditions of Eqs. (20) and (21) were verified. 

Table I lists the eigenvalues Qn of the E- and H-plane 
strip source antennas for C = 6 and also displays for com
parison with the E-plane strip source the eigenvalues of the 
spheroidal functions! 1/1 _ 112,n (c,u) l which were obtained 
from Ref. 3 (p. 208) with Qn = Yn - 1. As can be seen from 
Table I, the eigenvalues of the E-plane strip source antenna 
as obtained with P = 1 [which is the only physically correct 
value of P (Ref. 1, p. 89)] interestingly enough compare very 
closely to that found by Rhodes with.8 = -!. This result 
seems to imply that reactive and real power of an antenna is 
not greatly affected by the nature of the electromagnetic 
fields near the aperture edge. This statement also represents 
an answer to Rhodes' question (Ref. 1, p. 40) about what 
effect the edge behavior of an electromagnetic field has on its 
associated value of quality factor. We remark that the eigen
values oftheH-plane strip source antenna and the associated 
eigenfunctions have been obtained here for the first time, 

IV. SUMMARY AND CONCLUSIONS 

In this investigation it has been shown that the set of 
extremal functions! Fn (cu) l associated with the functional 
ofEq. (1) are orthogonal on the interval - 1 <u< 1 and also 
on the infinite interval - 00 < u < 00. Previously this had 
been shown to be true only for the spheroidal functions and 
generalized spheroidal functions. Now for the first time it is 
shown that the class offunctions which are doubly ortho
gonal is a very large one and given by the extremals ofEq. 
(1). We also note that the construction method presented 
here offers the additional degree of freedom that the func
tionsfn (t) from which the doubly orthogonal functions arise 
may be made to behave as Eq. (3) near the points t = ± 1. 

We conclude this paper by noting that the preceding 
theory of double orthogonality may be extended to function
als of vectors Fi(C j U I ,Cz U2 .. ,), i = l, ... ,n over multidimen
sional variables} = 1 , ... ,m. The doubly orthogonal functions 
which are associated with real and reactive power of rectan
gular apertures (two dimensions) are an example of where 
functionals of vectors F i over a multidimensional domain 
(the real power is described in a region outside a circle in two 
dimensions) would be useful. 

Q of '/1- !,n(c,u) 
for c = 6 
(from Ref. 3) 

0.103114 - 03 
0.424436 - 03 
0.682299 - 01 
0.456053 + DO 
0.180946 + 01 
0.103794 + 02 
0.118398 + 03 
0.210748 + 04 
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APPENDIX 

To prove Eq. (21) we substitute 1m andln or Eq. (18) 
into Eq. (21) and obtain 

(/m,HJn) = f~ I {LZo xk.mtPm r f I dt' 

X { f: 00 hz exp[jcu(t - t')] dU} 

.[ kt/k.ntPn ]} dt. (AI) 

Ifwe interchange u and t integration and interchange u and t' 
integration we obtain 

(1m ,HJn) = f: 00 du hz (u) [ kZ 0 xk'.m 

X f~ I tPm (t')e
jcut

' dt']* 

31 

. [ kto xk.n f~ I tPn (t )e
jcut 

dt ] 

= f~ 00 hz (u)F:Fn du 
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(A2) 

f:", dUhz(U)LZoXk,.mcJ>:(CU)] 

X [ kto Xk.n cJ>n (CU)]. 

This proves the equality of the first part of Eq. (21). If we 
interchange summation and integral in the last part of (A2) 
we obtain 

(/m,HJn) = ktokZO xk'.mxk,n f:oo h2cJ>:cJ>n du 

= [xl;!; [!b ][xl n • (A3) 

Since the u integral in Eq. (A3) is just the matrix element of 
Eq. (12b) and the double summation isjust matrix multipli
cation, we have 

(/m,!!..Jn) = f~", h2F:Fndu=NnQntJmn (A4) 

by Eq. (17a). The proof of Eq. (20) is similar. 
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Quadratic Hamiltonians: The four classes of quadratic 
invariants, their interrelations and symmetries 
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The quadratic invariants of the three basic quadratic Hamiltonian systems-attractive 
oscillator, repulsive oscillator, and free particle- are shown to be the same. These 
invariants are divided into two categories, useful and nonuseful. The definition of useful 
is in terms of contributing to the (quadratic invariant based) symmetry group of the 
appropriate Hamiltonian. Usefulness is not invariant under a time-dependent linear 
canonical transformation. Hence different classes of invariants produce the different 
symmetry groups for the three different types of quadratic Hamiltonian considered here. 
The paper concludes with a consideration of the useful transformation of arbitrary 
quadratic Hamiltonians. 

I. INTRODUCTION 

The importance of quadratic forms in the mathematical 
analysis of physical problems cannot be gainsaid. The rea
sons for this importance lie both in physics and in mathemat
ics. It is in the nature of things for a physical context to 
produce, as a first approximation at least, a quadratic form 
of some type or another. Mathematically, quadratic forms 
are amenable to analysis without overmuch effort, are sus
ceptible to elegant treatment and yield results which are of
ten receptive to simple pictorial representation. The increase 
in effort required to analyze higher order systems and the 
lack of obvious significance in the results coupled with the 
reasonable accuracy of the quadratic approximation in 
many physical applications has served to concentrate atten
tion on quadratic systems even further. It is therefore appro
priate that we examine every aspect of such systems to ex
tract the utmost understanding of their properties. 

Weare concerned here with a particular type of qua
dratic system, that of the quadratic Hamiltonian. In a gener
al sense the Hamiltonian is that of an n-dimensional system 
although the examples used will be confined to three-dimen
sional systems. Quadratic Hamiltonians are characteristic of 
small motions about an equilibrium point and find applica
tion from celestial mechanics to quantum mechanics. Such 
Hamiltonians have attracted considerable attention in the 
literature, including some contributions from the present 
writer. In the course of our investigations of the invariants of 
time-dependent Hamiltonians, both quadratic and of higher 
order, it seemed wise to look again at the time-independent 
isotropic harmonic oscillator. 1 Of the four classes of qua
dratic invariant found for that system, only two, the angular 
momentum tensor and the Jauch-Hill-Fradkin tensor 
seemed to be of physical significance. 2

.
3 Certainly the other 

two classes offered no contribution to a discussion of the 
dynamical symmetry of the system .. 

When we turn to the other basic components of a qua
dratic Hamiltonian,4 the free particle and the repulsive oscil
lator (in both forms), we see that these hitherto obscure qua-

dratic constants do have a role to play. In this article we 
examine the relationships between the four classes of qua
dratic invariant, the four basic components of a quadratic 
Hamiltonian and the associated symmetry groups. The pri
mary tool in these investigations is the time-dependent linear 
canonical transformation. This is not out of prejudice 
against nonlinear transformation,S but because of the natural 
relationship between quadratic Hamiltonians and linear 
transformations, both in classical and quantum mechanics. 6 

Indeed, in part we are looking for the maximal invariance 
groups generated by a basis formed from invariants which 
are quadratic forms. 7 

2. THE LINEAR TRANSFORMATIONS 

The theory oflinear canonical transformations has been 
discussed elsewhere' and is summarized here. Writing the 
dynamical variables as 

qi = zl", i = l,n, f.-l = l,n, 
(2.1) 

Pi = zl", i = l,n, f.-l = n + l,2n, 

a (homogeneous) quadratic Hamiltonian for an n-dimen
sional system may be written as 

H =!z TAz, (2.2) 

whereA is a real symmetric 2n X 2n matrix. 9 The Hamilton
ian (2.2) may be transformed by a linear canonical transfor
mation to 

jj = !z T Az, (2.3) 

where A is again a real symmetric 2n X 2n matrix. Writing 
the transformation as 

i=Sz, 

the transformation matrix S satisfies 

S=JAS-SJA 

SJST=J 

(2.4) 

(2.5a) 

(2.5b) 

where J is the 2n X 2n symplectic matrix and the require-
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ment (2. Sb), that S be a member of the symplectic group of 
matrices is the condition that the transformation be canoni
cal. To avoid any misunderstanding we emphasize three 
points. Firstly, (2.Sa) has a real unique solution for a given 
initial condition S (to); secondly, if S (to ) is canonical, then 
S (t) is canonical, and thirdly, as S is time-dependent, Hand 
Ii are not to be assumed to be scalars of equal value. 

For our primary purpose we are interested in the fol
lowing Hamiltonians'o: 

Ha = !ZTZ, Hr = !zTRz, 
(2.6) 

Hs = !zTSZ, Hf = !zTFz, 

where 

R= [
-I 

° 
0] S= [0 
1 ' 1 

I] F= [0 0] ° ' ° I' (2.7) 

The SUbscripts a, r, s, and/are used to describe the four 
classes of Hamiltonian in which we are interested. For the 
sake of convenience and because of its familarity we take H a 

as our starting point. The transformation matrices from Ha 
to the others areS 

where 

(aet + /3e - t)], 
(aet + /3e - t) 

(2.8) 

a = A sint + B cost, /3 = C sint + D cost, (2.9) 

and A, B, C, and D are constant matrices, as will be the case 
for the transformations below. They are arbitrary subject to 
the constraint of (2.Sb). 

[ -ae', 
Ha-Hs: . 

_ /3e -', 
ae' ] 

/3e-' ' 
(2.10) 

where 

a = B cost - A sint, /3 = D cost - C sint. (2.11 ) 

H H'[ -at+P, a- f' . 
a, 

at: /3], (2.12) 

where 

a = A cost + B sint, /3 = C cost + D sint. (2.13) 

The transformation matrices (2.8), (2.10), and (2.12) [with 
the expressions given for a and /3 in (2.9), (2.11), and (2.13), 
respectively] are the most general solutions of(2.Sa). Under 
the constraint (2.Sb) each provides the most general homo
geneous linear canonical transformation from the homogen
eous quadratic form Ha to the homogeneous quadratic 
forms H r, H" and HI' respectively. Just as we restrict our 
attention to homogeneous quadratic forms to avoid unneces
sary complication, so also we restrict the transformations to 
homogeneous ones, as our interest is in quadratic invariants. 

To reduce the amount of computational algebra it is 
convenient to select suitable matrices for A, B, C, andD. This 
does not reduce the generality of the results which we obtain. 
In particular, for Ha -Hr we use 

A = - V, B = ~I, C = - !I, D = - !I; (2.14) 

for Ha -H, we use 

A = I, B = 0, C = 0, D = I; (2.1S) 
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and for Ha -Hf we use 

A =1, B=O, C=O, D=I. 

3. THE QUADRATIC INVARIANTS OF Ha 

The scalar quadratic form 

1= !zTMz, 

(2.16) 

(3.1) 

in which M is a real symmetric 2n X 2n matrix, is an invar
iant of Ha (2.6) provided 

z T(JM + lM)z = 0. (3.2) 

Writing M in block form as 

(3.3) 

where U and V are symmetric, (3.2) is equivalent to 

qT(Fi - W)q = 0, pT(!V + WT)p = 0, 
(3.4) 

pT(PVT _ V)q + qT(PV + U)p = 0. 

I t follows that the elements of the matrices U, V, and Ware 
the solutions of the differential equations 

Ujj - 2Wjj =0, Vjj + 2Wjj =0, 

Uij= Wij+ ~j, Vij= -(Wij+ ~), (3.S) 

W jj = - Ujj + Vjj' Wij+ W)j= - 2Uij+ 2Vij 

(no summation on repeated indices). 
The solution set of (3.S) is found readily and is 

U= C+A sin2t + Bcos2t, 

V = C - A sin2t - B cos2t, (3.6) 

W = D + A cos2t - B sin2t. 

The arbitrary constant matrices A, B, and C are symmetric 
while D is skew-symmetric. The number of distinct arbitrary 
constants is n(2n + 1). Using (3.6) we may write the general 
quadratic invariant for Ha as 

-B] 
-A 

sin2t 

(3.7) 

Given the existence offour distinct arbitrary matrices it 
is evident that there are four classes of invariant, each of 
which could be written down in a variety of ways. As there is 
a standard form for the angular momentum tensor and for 
the Jauch-Hill-Fradkin tensor, we use them and write down 
the other two classes in similar forms. Thus, we have 

2Li) = qjPj - qjPi> (3.8) 

2Ai) = pjPj + qj qp (3.9) 

2Ci) = (pjPj - qj q) sin2t - (qjPj + pj q) cos2t, (3.10) 

2Dlj=(pjPj-qjq)cos2t + (qjPj+pjq)sin2t" (3.11) 

In the usual notation, Lij is the angular momentum tensor 
and the components of the angular momentum vector are 
given by 

Lk = Ei)~ij' (3.12) 

The constants Aij are the components of the Jauch-Hill
Fradkin tensor, while the Ci) and Dij do not appear to have 
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received attention and have no specific name as yet. 
The properties oftheLij andAij have received adequate 

attention elsewhere/·3,S.II especially in relation to their pro
viding a basis for the generators of the symmetry group of 
Ha, SU(n). UnliketheLij andAij' the Cij and Dijdonot 
have zero Poisson Bracket (commutator) with Ha. Conse
quently, they do not contribute to a description of the sym
metry group of Ha. We do note that the two sets of Poisson 
brackets (commutator) [Lij' Ck t1 and [Lij' Dkt1, i,j,k,l = 1, 
n, are closed. For the three-dimensional problem there are 
three linearly independent Lij' six linearly independent Aij' 
six linearly independent C ij and six linearly independent D ij' 
in all, 21 linearly independent quantities. The generators of 
the symmetry group of Ha SU(3), come from the nine Lij 
and A ij , As H a itself is one of the linear combinations of the 
Lij and Aij' there remain eight other linearly independent 
combinations to provide the generators ofSU(3). 

4. THE QUADRATIC INVARIANTS OF Hr 

From (2.8), (2.9), and (2.14), the transformation matrix 
for the transformation Ha-+Hr is 

[
I (cosht cost + sinht sint ), 

I (cosht sint + sinht cost), 

I (sinht cost - cosht sint)] 
I (cosht cost - sinht sint ) 

(4.1) 

a [cOshtsint, coshtcost]®I. (4.2) 
~ sinht sint, sinht cost 

While the order of I is arbitrary, we take the systems to be 
three-dimensional and so the order as three. Applying the 
transformation (4.2), in the new coordinate system the in-
variants are I2 

Uij=~~-~h ~~ 
2Aij = (p;Pj + q; q) cosh2t - (q;Pj + Pllj) sinh2t, (4.4) 

2Cij = (p;Pj + q; q) sinh2t - (q;Pj + P; q) cosh2t, (4.5) 

2Dij = P;Pj - q; qj' (4.6) 

The first observation which we make is that each of 
these quantities is a constant of the motion described by Hr' 
The second is that it is now the Lij and Dij which have zero 
Poisson brackets (quantum mechanically, commutators) 
with the Hamiltonian Hr' From our knowledge of the attrac
tive oscillator, the interesting invariants will be Lij and Dij' 
We describe some of their classical and quantal properties 
below. We distinguish between those invariants which have 
a zero Poisson bracket (commutator) with the Hamiltonian 
and those which do not by terming the former useful. \3 

5. CLASSICAL PROPERTIES OF THE USEFUL Hr 
INVARIANTS 

In the three-dimensional case the Dij have the following 
properties: 

34 

d (Dij)ldt = 0, 

Tr(Dij) = Hr, 

D;;Djj - D ~ = - L ~ = - H€ijkLk)2 
(summation on k only), 
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(5.1) 

(5.2) 

(5.3) 

(5.4) 

adj(Dij) = L;kLkj = HL;Lj - L2Dij)' 

q;{H,Dij - Dijjqj = LyLij = iL2, 

q;{H,Dij - Dijjpj = 0, 

p;{H,Dij - Dijlpj = LyLij = i L2. 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

The resemblance between the properties of D ij and those of 
the Jauch-Hill-Fradkin tensor is very close, the only differ
ence being in (5.4) and (5.6), in which the angular momen
tum terms are of opposite sign. 

The invariants Dij playa role for Hr similar to the roles 
played by Aij for Ha and the Runge-Lenz vector for the 
Kepler problem. In particular, from (5.5) we observe that 
the angular momentum vector is an eigenvector of the ma
trix [Dij] corresponding to the eigenvalue zero. Equation 
(5.8) is the orbit equation whose features follow from the 
eigenvalues of[Dij]' Apart from the zero noted above, the 
eigenvalues are l<mnd [using (5.3) and (5.4)] to be 

A.± =!{Hr±(H~+L2)I12j. (5.11) 

As expected, the orbit equation is an hyperbola with the ratio 
of the lengths of the semi axes given by (A. + / A. _ ) 112. The 
plane of the orbit is normal to the direction of the angular 
momentum vector. 

In his paper Fradkin3 noted that a complete description 
of a motion with a conserved quantity was possible only be
cause of the periodic (or closed) nature of the system. It 
would appear that the statement must be amended to em
brace the present situation in which the orbit is certainly not 
closed. The important property of such a conserved quantity 
is that it admits a quadratic form which satisfies an orbit 
equation of the type (5.8), i.e., elliptic or hyperbolic. 14 

6. THE SYMMETRY GROUP OF THE USEFUL Hr 
INVARIANTS 

The similarity of the algebraic properties of the Hr in
variants Dij to those of the Jauch-Hill-Fradkin tensor sug
gests that they, together with the Lij' provide a basis for the 
generators of the dynamical symmetry group for Hr' In a 
quantum mechanical context we define the operators (fol
lowing Fradkin) 

Do = (2D33 - DII - D22), 

DE = - €(DJ3 + i€D23), € = ± 1, (6.1) 

D2E = (DII - D22 + 2i€Dd, € = ± 1, 

and use the angular momentum operators L3 and 

LE = LI + i€L2, € = ± 1. (6.2) 

All of these operators commute with Hr' Amongst each oth
er the commutation relations are 

[L3,Dol = [Do,D2El = [DeD2El = [LeD2El = 0, 

[LE,L _ £] = [DE,D _ £1 = - ![D2eD _ 2£1 = 2dzL 3, 

[LeD .. El = W o, (6.3) 

€[L3,LEl =~ [Do,DEl = - [D_E,D2El =fzLe 
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I 
€[L3,DEl ='6 [L€,Dol =i[L_€,DzEl =flD€, 

€[L3,DzEl = 2 [L€,DEl = 2flD2E' 

These commutation relations are not those characteris
tic ofthe operators ofthe SU(3) group. In particular the 
results for 
[DE,D_El, [D2€,D-zEl, [Do,DEl and [D-E,DzEl differ 
by a sign. This difference may be overcome by defining 

(6.4) 

Replacing unprimed by primed operators in the commuta
tors of (6.3), the relations become those characteristic of the 
operators which provide a suitable basis for SU(3). The 
change of basis in (6.4) is called the Weyl unitary trick. IS In 
the new basis the symmetry group is SU(3) and so in the 
original basis it is SU(2, 1), as would be expected for Hr. 
Thus what was a nonuseful invariant for Ha is a useful invar
iant for Hr. 

7. THE QUADRATIC INVARIANTS OF Hs 

From (2.10), (2.11), and (2.15) the matrix of the trans
formation Ha--Hs is 

[ 
~ostel, 

smte- I, 

- sinte
l
] ® I. 

coste - I 

(7.1) 

As before, although the system can be of arbitrary order, we 
restrict ourselves to a three-dimensional system. Under the 
transformation (7.1), the invariants become 

2Lij = qiPj - qjPi' 

2A - 21 21 
ij=qiq/ +PiP/, 

2Cij= -(qiPj+Piq), 

(7.2) 

(7.3) 

(7.4) 

2D 21 - 21 (7 5) ij=PiPje -qiqje . . 

Each of these quantities is an invariant of the system de
scribed by Hs. Those which have zero Poisson bracket with 
Hs and Lij and Cij' which contrasts with L ij andAijfor Ha and 
Lij' and Dij for Hr' It is this pair of invariant classes which 
provides the interesting information about the dynamical 
symmetry of Hs . 

8. PROPERTIES OF THE USEFUL INVARIANTS OF Hs 

As it is the tensor invariant Cij which provides the addi
tional information about the motion described by H s ' we 
concentrate on its properties. Classically, these are 

35 

Cij=Cji, 

d (Cij)ldt = 0, 

Tr(Cij) = - Hs' 

CJ)jj - ct = - L t = - -!(€ijJ!.k)Z 

(summation on k only), 

(8.1) 

(8.2) 

(8.3) 

(8.4) 

CyLj = ° = Li Cij' (8.5) 

C,pjk = HsCik - LyLjk = HsCik + -![L2oik - LiLk ), 
(8.6) 

adj(Cij) = LikLkj = AlLi Lj - L2oij)' 

qJHsoij + Cij)qj = 0, 
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(8.7) 

(8.8) 

q,{Hpij + Cij)Pj = - -!LZ, 

p,{Hpij + Cij)Pj = 0. 

(8.9) 

(8.10) 

These properties, with the exception of the last three, are 
essentially those of the D ij given in Sec. 5. The eigenvalues of 
the matrix [Cij] are 

A = 0, 1 { - H ± (H 2 + L 2) 1/2 J , (8.11) 

which, as would be expected, indicate hyperbolic motion in a 
plane normal to the direction of the angular momentum 
vector. 

What then is the difference between the properties of 
Cij vis Ii vis Hs and Dij vis Ii vis Hr? Essentially none, as is; 
easily seen from the properties of the quantum mechanical' 
operators 

Co = (2C33 - CII - Cn), 

CE = - €(C!3 + i€CZ3 )' € = ± 1, (8.12) 

C2E = (Cll - Cn + 2i€C12), € = ± 1. 

We find that the commutation relations amongst these C's 
and with the angular momentum operators L3 and LE are 
exactly the same as those given for H r in Eqs. (6.3). It follows 
immediately that the symmetry group of Hs is SU(2, 1). The 
role played by the Cij for Hs is the same as that played by the 
Dij for Hr. We emphasize, however, that the Cij and Dij are 
not the same invariants. 

9. THE QUADRATIC INVARIANTS OF H, 

From (2.12), (2.13), and (2.16), the matrix of the trans
formation Ha --Hf is 

[
t sint.+ cost, t cost - sint] ® I. (9.1) 

SlOt, cost 

Under the transformation (9.1) the invariants become 

2Lij = qiPj - qjPi> (9.2) 

2Aij = qi qj + (l + t 2)PiPj - t (qiPj + Pi q), (9.3) 
2Cij=2tPiPj-qiPj-Piqj' (9.4) 

2Dij = (l - t 2)PiPj - qi qj + t (qiPj + Pi q). (9.5) 

We observe that only Lij has zero Poisson bracket with 
Hf . As they stand the other invariants are of no relevance in 
describing the in variance properties of Hf . 16 However, 
defining 

2Ei) = Aij + Dij = PiPj' (9.6) 

we observe the following classical properties: 

d(Eij) 
Eij = Eji' -;;t = 0, 

Tr(Eij) = Hf , EaEjj - El£ji = ° (no summation), (9.7) 

EijLj = ° = L; E;j' EijEjk = HJ Eik' adj(Eij) = 0, 

q,(Hfoij - Eij)qj = aLl, q,(HJOij - Eij)pj = 0, 

p,(Hfoij - Eij)pj = 0, 

which reflect some of those of the Jauch-HilI-Fradkin ten
sor. We note in particular that the eigenvalues of the matrix 
[Eij] are 0, 0, and H and that L is an eigenvector. 

However, were we to define an Eo, EE' and E2E in the 
usual way, the commutation relations are not those of the 
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generators of either SU(3) or SU(2, 1). The invariant Eij does 
not provide any increase in the symmetry of Hf . 

10. COMMENT 

Before making some remarks about the general qua
dratic Hamiltonian, we have a few comments to make on 
some aspects of the preceding sections especially with re
spect to quantum mechanics. For the three-dimensional case 
each of the Hamiltonians considered has 21 linearly inde
pendent quadratic constants of the motion. Only those 
which have been termed useful playa role in providing a 
basis for the generators of the appropriate symmetry group. 
It is only these which commute with the Hamiltonian under 
consideration. Each Hamiltonian is Hermitian. This is not 
the case for all of the invariants. As an example consider the 
C and D invariants of Ha . In the quantum mechanical con
text it is appropriate to replace sines and cosines by the 
imaginary exponential. We define two invariants as 

2Uij = 2iCij + 2Dij = (PiPj - qiq)e2it - i(qiPj + Piq)e2it 

= (Fij - iGij)e2it, (10.1) 

2Vij= -2iCij+2Dij=(Fij+iGij)e- 2it. (10.2) 

Since F ij and G ij are Hermitian, it is obvious that U ij and V ij 
are not, and in fact 

ut = ~i' vt = ~i' (10.3) 

This situation, however, does not apply generally. For Hr 
the explicitly time-dependent invariants, when written in 
matrix form, are Hermitian. For Hs they are symmetric and, 
for Hf , two classes form Hermitian matrices and the third a 
symmetric matrix. Those which do form a symmetric matrix 
are individually Hermitian. 

If we examine the time development of the various qua
dratic invariants using Heisenberg's equation (c.r. Ref. 7, p. 
501) 

6 (t ) = exp( - itH)6 (0) exp(itH), (10.4) 

we find that those invariants which do not contain t explicit
ly satisfy the equation trivially (since they commute with the 
appropriate H). For those which contain t explicitly, (10.4) is 
still satisfied in all cases. Only the algebra is more difficult. 
To illustrate the result we consider the algebraically simplest 
case, that for Hf . We have 

Hf = !P,pk' 

2Ait) = qiqj + (1 + t 2)PiPj - t(qiPj + Piq), 

2Dij(t) = (1 - t 2)PiPj - qi qj + t (qiPj + Pi q), 

which, for the sake of brevity, we rewrite as 

Hf = Ylkk 2Ait) = aij + (1 + t 2)(Jij - tYij' 

2Cij(t) = 2t/3ij - Yij' 

2Dij(t) = - aij + (1 - t 2)/3ij + tYij' 

(10.5) 

(10.6) 

The commutation relations between Hfand aij ,/3ij' and Y ij' 
respectively, are 

[H, ad = - iYij' [H, /3ij] = 0, [H, Yij] = - 2i/3ij' 
(10.7) 
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It is relatively easy to show that 

Hnaij = agHn _ inygHn - 1_ n(n _ l)/3gHn - 2, 

(10.8) 
H n/3ij =/3gHn, HnYij = ygHn _ 2in/3gHn - I. 

Using (10.8), it isjust a matter of algebra to verify that (10.4) 
is satisfied by each invariant in (10.6) 

With these further considerations it is clear that the 
properties of the quadratic invariants as invariants are not 
affected by the presence or otherwise of explicit time depen
dence. It is only in relation to the Hamiltonian that there is 
any marked difference between explicitly time-dependent 
and time-independent quadratic invariants. The latter invar
iants, which we have termed useful, provide information 
about the invariance symmetry of the Hamiltonian. The for
mer do not. 

11. THE GENERAL QUADRATIC HAMILTONIAN 

As was noted in Sec. 2, the homogeneous quadratic 
Hamiltonian 

H =!z TAz (11.1) 

may be transformed to 

ii = !z T AZ (11.2) 

by a linear canonical transformation. When the transforma
tion is time-dependent, there need be no relationship be
tween the natures of the matrices A and A. The few simple 
examples given in Sec. 2 amply demonstrate this. The theory 
of systems of linear differential equations guarantees a con
tinuous solution of (2.5) under minimal restraints on the 
elements of A and A. 

Given an arbitrary quadratic Hamiltonian the problem 
of determining the nature of the motion is essentially one of 
reducing it, by means of transformation, to a recognizable 
form. A collection of difficulties occurs to make this a non
trivial problem. Suppose that A is time independent. It does 
not follow that it can be diagonalized by a time-independent 
transformation. A symmetric matrix is diagonalized by an 
orthogonal transformation whereas a canonical transforma
tion is symplectic. The two coincide for one-dimensional 
problems, but only accidentally for problems of higher di
mension. The best which one can do with a time-indepen
dent transformation is to convert the Hamiltonian to normal 
form. 17 The normal form may contain combinations of Ha , 
Hr and Hf together with some other forms not discussed 
here. While we can still make progress with such combina
tions, it would be better if a simpler approach could be used. 

When we turn to time-dependent quadratic Hamilto
nians, the use of time-independent linear transformations is 
not likely to be of much value as the resulting Hamiltonian 
will still be time dependent. Hence, it is rather more useful to 
use a time-dependent transformation. However, two diffi
culties arise. Firstly, Hand ii are no longer equal and any 
discussion of the symmetry of ii is in fact a discussion of the 
symmetry of the invariant I associated with the system de
scribed by H. The invariant I is simply ii expressed in terms 
of the original coordinates. The second and more serious 
difficulty, which applies to both time-dependent and time-
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independent systems, is choosing the appropriate form for 
ii, since any choice of ii may be attained classically under a 
time-dependent transformation. We saw in an earlier section 
what happened to the useful invariants of Ha under time
dependent transformations. Then it was easy enough to see 
which constants were useful. When H, I, and the associated 
invariants of I contain time explicitly, we shall distinguish 
between useful and nonuseful invariants by their having zero 
or nonzero Poisson brackets (or commutators in quantum 
mechanics) with I (~ii). 

When the useful invariants of I have been identified, we 
have the further problem of deciding whether they and I are 
the appropriate invariants for H. This problem is closely re
lated to that of the normal form. Classically, the choice of ii 
is immaterial for solving the problem (in theory at least, 
some choices could be impractical). Quantum mechanically, 
the choice is not so free. In an earlier paper!! we saw that the 
energy eigenvalues of the three-dimensional anisotropic os
cillator could be obtained by integral transform from those 
of the corresponding isotropic oscillator. However, the same 
procedure applied to the free particle using a classically ac
ceptable transformation produces nonsense. Clearly, ii 
should describe a system which is qualitatively the same as 
that of H. 

Were it possible to diagonalize A with a time-indepen
dent linear canonical transformation, there would be no 
problem. With A diagonalized, the classical and quantum 
treatment is trivial. Weare faced with two tasks. The first is 
to identify the relationship between the normal and diagonal 
form of a given Hamiltonian. The second is to ensure that 
any time-dependent transformation does not alter the nature 
of the Hamiltonian. We hope to report on these matters 
shortly. 
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The Hamiltonian for the Henon-Heiles problem, 
H = (1!2)(P12 + p/ + ql2 + q/) + ql2q2 - (1!3)q21, 
is a particular example of time-independent Hamiltonians for two-dimensional oscillator systems 
with third degree anharmonicity. It has been used as a model for galactic motion. There has been 
much discussion of the possible existence of an integral other than the Hamiltonian. In this note 
we show that the Henon-Heiles Hamiltonian in particular and the class in general does not 
possess an invariant series which is explicitly time-independent other than the Hamiltonian itself. 

1. INTRODUCTION 

In recent years there has been a considerable body of 
literature devoted to the constants of the motion described 
by quadratic Hamiltonians. I Much of the practical motiva
tion for this work is found in the motion of a charged particle 
in an electromagnetic field. In the case of an axially symmet
ric field this problem, in the first approximation, has as 
Hamiltonian 

(1.1) 

where p and q are the canonically conjugate variables and w 
is usually time-dependent in the practical context. In this 
case, the Hamiltonian (1.1) has been successfully tackled 
from two viewpoints. The first, using Kruskal's method,2 
was the construction of an adiabatic invariant series which 
proved to be exact. 3 The very fact of this result promoted 
further work which led to the second approach. This was to 
tackle the problem from the viewpoint of time-dependent 
linear canonical transformations. 4 

A natural extension of this work has been to systems of 
higher dimension5 with the Hamiltonian 

H = '!"zlAx + BTz + c, 
2 

ZV = qi' V = l,n, i = l,n, 

Z"=Pi' V= n + 1,2n, i= l,n 

(1.2) 

(1.3) 

and the 2n X 2n real symmetric matrix A, the 2n-vector B, 
and the scalar C may be time-dependent. In particular it was 
seen that there existed n 2 linearly independent quadratic 
constants for H (1.2).6 One of these is the constant which 
takes the place of the Hamiltonian and which may be inter
preted as the Hamiltonian of a time-independent isotropic 
harmonic oscillator expressed in transformed coordinates, 
the actual transformation being that which transforms the 
isotropic Hamiltonian to H (1.2).7 

In view of the success which attended the quadratic 
approximation, it is natural that investigation of anhar
monic systems has been undertaken. Because the problem is 
founded in motion in a time-dependent electromagnetic 
field, the coefficients of the Hamiltonian have been taken as 
time-dependent.8 For the particular case of 

H = ~2 + ~W2(t )q2 + A (t )q.l (1.4) 

sufficient work9 was done for a formal invariant series to be 
written down. The structure of that series was such that the 
method would apply to Hamiltonians with different degrees 
of anharmonicity. It should be emphasized that this series is 
not an adiabatic invariant series. Work on such a series has 
been done by Ottoy.IO 

A natural extension to the problems considered above is 
the multidimensional anharmonic problem. Immediately we 
come into conjunction with a different field of study, that of 
celestial mechanics, in which a model for galactic motion has 
been taken to be a two-dimensional oscillator with third
order anharmonic terms. Admittedly the model Hamilton
ian is time-independent, but, from the work on quadratic 
Hamiltonians, it may be believed with some justification that 
an understanding of the time-independent problem will pro
vide some insights for the understanding of the time-depen
dent problem. 

One model which has been found to be useful is that of 
Henon-Heiles." Numerical work on this mode1'2 has sug
gested that, for low energies at least, there exists a third II 
isolating integral. 14 The numerical work also suggests that 
this integral either ceases to exist or ceases to be isolating for 
sufficiently high values of the energy. As far as we know, 
there has been no determination of an analytic form for the 
third integral, although there has been work on an asymptot
ic integral. 15 One of the difficulties with this type of problem 
is that there are opinions against the existence of a third 
integra1'6 and opinions for its existence. 17 The case against 
such existence has been made in the generic case by Markus 
and Meyer. 18 

While neither we, nor any of the writers whom we 
quote, claim that the computer evidence can be regarded in 
any way as proof, it is suggestive. In particular the discussion 
of Henon and Heiles does suggest an integral in series form 
with either a limited range of convergence or which is isolat
ing for low energies and becomes nonisolating for higher 
energies. 

The Hamiltonian of the Henon-Heiles problem is time
independent. In this note we shall explore the possible exis
tence of time-independent integrals which may be expressed 
as senes. 
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2. FORMULATION OF THE INVARIANT SERIES 

The Hamiltonian of the problem considered by Henon 
and Heiles is 

(2.1) 

whereql andq2 are the canonical coordinates andpi andp2 
the canonically conjugate momenta. As our interest is more 
general, we shall consider 

H = H(2) + H(3), (2.2) 

where 

H(2) = ~(qT + q~ + PT + p~), (2.3) 

3 
H(3)= IAiq;q~-i, (2.4) 

i~ I 

the Ai being real, time-independent, scalars. There is no real 
reduction in generality in writing the coefficients of both qi 
and q~ as unity. 

We formally define an invariant series for H[(2.2)] as 

1= 1(2) + 1(3) + "', (2.5) 

where I(}) is a homogeneous polynomial of degreei in the 
canonical variables. In line with our comment above, I is 
taken as time-independent and so is an invariant or integral if 

[I,H ] PB = ° (2.6) 

{
[I (2),H (2)] PB = 0, 

q [I{J) H(2)] - _ [I(J-I)H(3)] 
, PB - , PH' j = 3,. ... 

(2.7a) 

(2.7b) 

Equations (2.7) define a recursion method for obtaining the 
coefficients of the higher terms ofthe invariant series from 
those of 1(2). 

3. THE INVARIANT TERM 1(2) 

Writing 1(2) as 

(3.1) 

(2.7a) is equivalent to the homogeneous system of equations 

M(2)U(2) = 0, (3.2) 

where the 8 X 8 matrix M(2) may be written in block form 

M'" ~ [~: ~i :J (3.3) 

The matrices K 6, K ~ , and K i are given by 

(3.4) 

Ki= I [
G

2 
I ] 

-I Gi ' 
(3.5) 

where 

G6= 
[ ~2 0 

-1 
~] , (3.6) 

Gi = [ 0 
-1 

1] o . (3.7) 
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The G matrices are skew-centrosymmetric and have zero or 
pure imaginary eigenvalues (see Leach8

; also Clemene9
). 

TheeigenvaluesoftheKmatrices are 0, ± 2ifor K~ andK~ 
and 0(2), ± 2i for K T , the (2) indicating a double root. 

The vector u (2) consists of the coefficients H ;,J~: ar
ranged in the following order: r l = 2,il = 0,1,2; r l = 1, r 2 

= l,iz = O,il = 0,1; r l = 1, rz = l,il = O,iz = 0,1; rz 
= 2,iz = 0,1,2. For subsequent invariants the coefficients 

will be arranged in similar order. 
The homogeneous system (3.2) has rank four ( = order 

8-4 zero eigenvalues) and its solution may be expressed in 
terms of four arbitrary constants. Thus 1(2) is a linear combi
nation offour quadratic terms. There is no need to calculate 
them here as the time-independent quadratic invariants of 
H(Z) are well known (cf. Jauch and HilV Fradkin, I and 
Leach 7). Indeed the purpose of the development above was 
to indicate the flavor of the work below in the case of the 
higher order terms of I. We have 

1(2) = HI (qi + pT) + H2 (ql q2 + PIP2) 

+ H3 (q~ + p;) + H4 (q1P2 - q2PI)' (3.8) 

the first three being the components of the Jauch-Hill-Frad
kin tensor and the fourth angular momentum. 

For the present we make no selection of which combi
nation of the four invariants we shall use to obtain the higher 
order terms. However, we note that the choice 

(3.9) 

results in 1(2) being a scalar multiple of H(2) and 1(J),i> 3, 
being zero. In this case 1 is simply a scalar multiple of H. As 
an integral of the motion must be independent of H for it to 
be isolating, this 1 is of no value in the search for such an 
integral. 

4. THE INVARIANT TERM 1(3) 

Proceeding in a similar fashion to that of Sec. 3, we 
write 

1(3) = (4.1) 

and, from (2.7b), with suitable rearrangement, obtain 

M(3)U(3) = v(3), (4.2) 

where M(3) is the block diagonal matrix 

M(3) = [Kn i = 0,3, (4.3) 

with 

Ki= 

G~= 
o 
-2 
o 

o 
-1 

0 

2 

0 

-1 

~] 

(4.4) 

(4.5) 

~l 
(4.6) 
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The vector U (3) consists of the coefficients C "" in an 
1112 

ordering corresponding to that of the B ;~2 used above. The 
nonhomogeneous term v (3) contains the coefficients of 
- [/(Z),H(3)]PB in the same ordering as that ofthe C~,r,. As 

lLh 

the eigenvalues of M(3) are all nonzero [for K 6 and K~, ± i, 
± 3i and for K f and K i, ± i(2), ± 311, it has an inverse and 

(4.7) 

Since M(3) and so M(3) - ) are block matrices, it is con
venient to divide U(3) and v(3) into corresponding subvectors 
so that (4.7) becomes 

U~3) = (K;) - ) V~3>, i = 0,3. (4.8) 

Calculation of the Poisson bracket of 1(2) with H(3) gives 

v~~) = [ ~ ] 
6B)A3 + BzAz ' 

B4A Z 

VO) -
J -

VO) -
Z -

o 
o 

3BzA3 + 2B3A z 
o 

4B)A Z + 2BzA) 

2B4A) - 3B4A3 
o 
o 

2B)A) + 3BzAo 

o 
2BzAz + 4B3A) 

3B4AO - 2B4AZ 

Substituting (4.9) into (4.8), we obtain 

(3) _ ) 
U J -3 

(3) J 
Uz =3 

40 

- 4B4Al + 6B4A3 

- 6BzA3 - 4B~z + 4B1A z + 2BzA) 

- 2B4A) + 3B4A3 

6BzA3 + 4B~z - 4B)Az - 2BzA) 

- 4B4A) + 6B~3 
3BzA3 + 2B~z + 4B)Az + 2BzAi 

- 6B4AO + 4B~2 
- 4B)A) - 6BzAo + 2BzAz + 4B~1 

- 3B~o + 2B4AZ 

4B JA) + 6BzAo - 2BzAz - 4B~1 

- 6B4AO + 4B4AZ 

2B)A) + 3BzAo + 2BzAz + 4B~) 
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(4.9) 

(4.10) 

5. THE INVARIANT TERM {(4) 

Again proceeding as before, but using D "" instead of 
lLh 

C;2, the coefficients of I (4) are required to satisfy the 
equation 

M(4)U(4) = V(4l, 

where M(4) is the block diagonal matrix 

M(4) = [Kil, i = 0,4, 

and 
K 6 = G 6 = G: = K:, 

[G
4 

13 ] [ G
4 

Ki= -~3 
3 

G 4 -/3 J 

[G' 12 

2~J Ki= -fI, G 4 
z 

-12 G 4 
z 

The G matrices are 

0 0 0 

-4 0 2 0 

G6= 0 -3 0 3 
0 0 -2 0 

0 0 0 -1 

[ ~J 
1 0 

~] , Gi= 
0 2 
-2 0 

0 -1 

G~ ~ [ ~ 2 0 ~l -1 

(5.1) 

(5.2) 

(5.3) 

13 ] =Kj, 
G 4 

3 

(5.4) 

(5.5) 

0 

0 

0 

4 
0 

(5.6) 

The eigenvalues of K 6 and K: are [0, ± 2i, ± 4i}, of K i and 
K j are [0(2), ± 2i(2), ± 4i), and of K i are [0(3), ± 2i(2), 
± 4ij. 

As the matrix M(4, is singular, the solution of(5.I) will 
be a solution of the corresponding homogeneous equation 
(with nine arbitrary constants) plus a particular solution for 
the nonhomogeneous part. For such a solution for the non
homogeneous term must be consistent with the homogen
eous term must be consistent with the homogeneous part. 
Again we divide the matrix and vectors into their natural 
blocks. We write the subvectors ofu(4, as u: and the compo
nents as uj and similarly for V(4" 

':( 2u62 - V6d 
4 

06= (5.7) 

-V~ 

J 4 4 
"4(2u02 + V03) 

with U62 arbitrary and 

3vcio + V6z + 3v~ = 0, (5.8) 
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ui = 

4 1 4 4 
Uto + "2(V 11 - V14 ) 

4 1 4 4 
Ul\ + "2(V I2 + v\7) 

- uil + vio 

uio + vi4 
4 1 4 3 4 -U 11 -"2(V 12 + V\7) 

4 1 4 24 4 u to +"2(V 11 + V13 -V I4 ) 

with uio and uil arbitrary and 

(5.9) 

uio 

uil 
4 1 4 4 U20 + "2(V21 - U24 ) 

- uil + vio 

ui = Ui4 

uil + vil 
4 1 4 4 u20 + "2(v23 - U24 ) 

- uil + vio + vi6 
4 1 4 4 u20 + "2(V 21 + V25 ) 

with uio, uil' and Ui4 arbitrary and 

vi 1 - vi3 + vis - vi7 = 0, 

2vio + vi4 + 2vi8 = 0, 

via + vi2 + vi6 + vi8 = O. 

(5.11) 

(5.12) 

(5.10) 
The components of u1 are those of ui with the first subscript 
1 replaced by 3 and those of u! are those of n~ with the first 
subscript 0 replaced by 4. 

The elements of v (4) arise from - [I(3),H(3)]. Using the results in (4.10), we obtain 

0 

0 

V6 = t B4A2 { - 12A3 - 4AI l (5.13) 
A2 { - 6B2 A3 - 4B3Al + 4B)Al + 2BlA) l 

B4A l{ -6AJ -2A)l 

0 

0 

vi = t B4 {A2 (SA 2 - 12Ao) + AJ (36A J - 24A) ) l 

AJ { - ISB2 AJ - 12BJA2 + 12B)A2 + 6B2A) l 

+Al{SB)A) + 12B2Ao -SBJA) -4B2All 
0 

B4 { - 12AIAl - SA)A) + 12AJA) l 

- 24BIA JA) - 4BJAIA) + 4B)AIA) + 4BIA)A) + 36BIA JA J (5.14) 
+ 24BJA2A J - 24B)A2B J - 6B2 AOA2 + 2B2A2A2 

B4 { - 2A2A2 - 4A)A) - 6A)A J + lSA JA 3 - 6AoA2l 

0 

0 

vi =! 
B4 { - lSAOAJ + 12A2A J + 6A)A 2l 

0 

24B4 {AJ A2 -AoA)l 

B3 { - SA 2A2 + 12A3A) - 16A)A) J + B2 [ - 4A)A2 - 6A 2A J 
- lSAoAJ + 24A)AO l + B) {SA 2Al - 12AJAJ + 16A)AJl 

B4 { - 6A)Al - 12A)AO + lSA JAo J 

BJ [ - 12AoAl + 16A2A2 + SA)A) J + Bl { - ISAOAJ - 6AoAJ (5.15) 
+ 24Al A J - 4A)Al J + B) [ l2AoAz - 16AzA l - SA)A) J 

B4 [ - 24AoAJ + 9AoAJ + ISA JA2l 
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o 
o 

B4 [A 1(-8A 1 + 12A3)+Ao(-36Ao +24A2 )J 
A1 [12B2 A3 + 8B3A2 - 8B1A2 - 4B2A1 J 

+Ao[ -12B1A1 -18B2Ao +6B2 A2 + 12B3A1 J 

o 
B4 [ - 12A2Ao + 8A 2A2 + 12A1A1 J 

- 6B2 A 3 A 1 + 2B2A1A1 - 4B1A1A2 - 24B2AOA2 + 4B2A2A2 

+ 4B3A1A2 + 24B1A1 AO + 36B2AOAo - 24B3A1Ao 

B4 [2A1A1 + 4A2A2 + 6A1 A3 + 6AoA2 - 18AoAo J 

o 
o 

B4A 1 [ 12Ao + 4A2 J 

A1 [ - 6B2Ao + 4B3A1 - 4B1A1 + 2B2A2 J 

B4A 1 [2A2 + 6Ao ) 

(5.16) 

(5.17) 

The requirements of consistency, (5.8), (5.9), and (5.10), (together with the corresponding ones for uj and u!) are, in 
terms of the A 's and B's, 

B4A2 (3A3 + A1 ) = 0, 

B4 (9A3A3 - 3A3A1 - 3A2AO - 2A1A2 +A2A2 ) = 0, 

B3 (30A3 A2 + lOA 2A 1 ) + B2 ( - 21A3A1 + 45A3A3 - 21AoA2 

- 7A2A2 + 2A1A1 ) + B1 ( - 30A 3A2 - lOA2Al ) = 0, 

B3 (2A1A) - 4A1A1 + 2AoA2 - 4A 2A2) + B2 (5AoA1 - 5A 2A) 

+ B1 (- 2A1A3 + 4A1A1 - 2A2AO + 4A 2A2) = 0, 

B4 ( lOA 3A2 - 12AoA1 + 3AoA3) = 0, 

B4 ( - 9AoAo + 3AoA2 + 3A1A3 + 2A2A2 + A1A1 ) = 0, 

(5.18) 

B3 ( - 30A 1Ao - lOA 1A2) + B2 ( - 21A3A1 + 45AoAo - 21A2Ao 

+ 7A1A1 + 2A 2A2) + B1 (30A1AO + lOA 2A 1 ) = 0, 

B4A1 (3Ao +A2) = O. 

Note that the number of independent conditions is reduced by one owing to the duplication of (5.17), row 5. 

6. THE CONSISTENCY REQUIREMENTS AND THE 
HENON-HEILES PROBLEM 

For the Henon-Heiles Hamiltonian, 
I 

A 2=I, Ao= --, A1=0=A). (6.1) 
3 

Substituting these values into (5.17), we see that the require
ment of consistency leads to 

B1 = B 3, B2 = 0 = B4, (6.2) 

i.e., the quadratic invariant is a scalar multiple of H(2). Fur
thermore, v 4 is then identically zero and 1(3) is just the same 
multiple of H (3), i.e., only a scalar multiple of the original 
Hamiltonian satisfies the consistency requirements and then 
trivially. 

Apart from the trivial case discussed above, we may 
well ask whether there is any set of values of the A i and Bi for 
which the consistency conditions are satisfied. Examining 
the terms in B4 , the assumption that B4 *0 leads in all ways 
to each of the A 's being zero, and so we must take A as zero. 
Examining the other terms, we have the set of equations 
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[a b -al[B1] : ~ =: !: = 0, 
(6.3) 

where a, b, e, d, e, andfare the coefficients of the appropriate 
equations of (5.17). Clearly this has the solution 

(6.4) 

For any nontrivial solution we require that the rank of the 
coefficient matrix be one, i.e., 

ad - be = 0, ef - de = 0, fa - eb = 0, (6.5) 

or, equivalently, that there exist scalars a, fi, r, not all zero 
such that 

aa + fie + re = 0, 
(6.6) 

ab +fid + rf= O. 

A little elementary algebra shows that this is not the case 
unless the A 's are all zero. The only other possibility is that 
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b=O=d=! (6.7) 

In this case the solution to (6.3) is 

BI = B3, B2 arbitrary. (6.8) 

The consequence of (6.7) as far as the A 's are concerned is 
that the following solutions are possible. 

Ao = 0 = A2, AI = 3A3 

A I =O=A 3, A2= 3Ao 

3Ao=AI=A2=3A3 

3Ao = -AI =A2 = - 3A 3· 

(6.9) 

Each one of these represents an exactly integrable case as is 
readily seen by use of the transformation 

ql = (QI + Q2)/Y2", q2 = ( - QI + Q2)1Y2" (6.10) 

7. COMMENT 

We have seen that a time-independent invariant series 
does not exist for Hamiltonians of the Henon-Heiles type 
due to inconsistency in the determination of the coefficients 
of the fourth order terms. Even had they been consistent, the 
same question of consistency would arise at the determina
tion of all even order terms. In one sense we may be regarded 
as fortunate in not having to pursue the question of consis
tency to the higher order terms. 

The existence of the third integral is still an open ques
tion. We have merely precluded one possible form. Clearly 
the next step in the search is to introduce time dependence 
in to the in varian t series to overcome the problem of inconsis
tency which arose with the time-independent approach. The 
results of that work will be announced in a further note. 
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Global mobility is defined and is found to be decisive for the structure of a physical 
system. The structure of some simple nonlinear systems is elucidated by studying their 
dynamical mobility. It is shown that due to an excessive mobility a nonlinear system 
may acquire some classical features. 

1. INTRODUCTION 
In the usual formation of a physical theory the elements 

of geometry, such as the structure of states, the geometry of 
the phase space, and the "logic" are introduced a priori. In 
the quantum theories these structures have a traditional 
form borrowed from the theory of Hilbert spaces. The Hil
bert space formalism has also been used for the quantization 
of nonlinear fields including Einstein's gravity. However, 
objections were raised, that the quantum theory cannot be 
consistently extended to this new domain without question
ing its traditional structure (Penrose). In fact, it has been 
shown that even in their proper domain the quantum theor
ies cannot be applied without worrying about consistency 
(Haag). A development of this line of thought exhibited a 
consistency link between the dynamics and the structure of 
any theory. I As it turns out, the basic structural elements 
such as the quantum logic and the "conditional probabil
ities" are not exclusive to quantum theories but exist also 
though in a generalized form, in any statistical theory. More
over, they are of dynamical origin. This suggests that the 
usual formulation of a theory might be reversed, by starting 
from the dynamics and then determining the structure. 

Below, this idea is applied to determine the geometric 
structure of some simple nonlinear systems. However, in or
der to fix geometry, the dynamics must be understood in a 
"global" sense. This leads to the idea of dynamical mobility 
which is developed in Sec. 2, following ideas published earli
er in Refs. I and 2. The structural consequences of the mobil
ity are reviewed in Sec. 3. It is then shown that there is an 
essential difference in mobility between linear and nonlinear 
wave mechanics. For the nonlinear models considered here 
the phase space is so flexible under dynamical transforma
tions that the system acquires some classical properties. The 
consequences of this fact for the physics of nonlinear models 
are discussed in Sec. 6. The possible significance of mobility 
for other domains of physics is considered in Sec. 7. 

2. CONCEPT OF MOBILITY 

In many physical theories the dynamics is represented 
by a one-parameter group of transformations of a physical 
structure (dynamical group). However, if one is interested in 

'Partly supported by Polish Grant MR 7 and by the Norman Foundation. 
bOn leave of absence from the Institute of Theoretical Physics, Warsaw 
University. 

the entire dynamical nature of a system, some wider algebra
ic structures become essential. 

Suppose that one knows the set rfJ of all pure states (de
noted f/J, t/J, ... ) of a hypothetical physical system. Below, only 
minimal assumptions defining the structure of rfJ will be 
adopted. It will not be assumed that rfJ must be a Hilbert 
space. It seems reasonable to assume that rfJ is a topological 
space with some physically meaningful topology. In what 
follows, it will be assumed also that rfJ possesses the structure 
of a generalized differential manifold (possibly of infinite 
dimension). This fact cannot be immediately motivated by 
physical arguments, but happens to be true for the phase 
spaces of existing physical theories (e.g., for symplectic man
ifolds and for unit spheres in Hilbert spaces). For the mo
ment, no more assumptions concerning the structure of rfJ 
will be made: it will be left open whether rfJ will give rise to a 
classical phase space, or to a quantum mechanical phase 
space, or, perhaps, to a new type of phase space correspond
ing to a new physical theory. 

Suppose further that the system with the pure states 
f/JErfJ does not exist alone. It exists in a certain external world 
whose possible states denoted S,71,'" (called "external condi
tions") form a certain set B. Below, the external conditions 
SE E'will be assumed of the "ideal" type, i.e., yielding a well 
posed problem of evolution and not introducing any dissipa
tion into the behavior of the system (the same idealization is 
represented by external fields in quantum theories). Consis
tently, it will be assumed that every SE E'induces a unique 
familyofdiffeomorphismsg(t,t ';s ):rfJ----+rfJ (t.;;,t ')mappingthe 
pure states onto the pure states and representing the evolu
tion process which the system undergoes under the influence 
of the external conditions S. The difference between the two 
possible views of dynamics can be now put as follows: Ac
cording to the standard approach, dynamics deals with a 
concrete evolution process corresponding to some given ex
ternal condition and represented by a unique family of evolu
tion operationsg(t,t') = g(t,t ';so) <SoE E'). According to the 
point of view which might be called global, this description is 
too narrow. The dynamics is a "plural" concept: it stands 
not for one but for an infinity of evolution processes g(t,t ';s) 
corresponding to all possible conditions SE B. One of the 
mathematical structures reflecting the above global view is 
the set of all operations g: l/>--'>rfJ, which can be achieved by 
all possible evolution processes. 

Definition 1: An invertible operation g: rfJ--'>rfJ is called 

44 J. Math. Phys. 21 (1), January 1980 0022-2488/80/010044-11 $01.00 © 1980 American Institute of PhYSics 44 



                                                                                                                                    

achievable if it belongs to the closure of the set of all oper
ations Ig(t,t ';t): t<.t ',S E B J in the topology corresponding 
to the following definition of convergence. Definition 2: A 
sequence of mappings gn : <1>-+5', where 5' is a topological 
space, is called convergent to a mapping g: <I>_+Y if for every 
<PEtP and every <Pn EtP (n = 1,2, ... ,), <Pn -<p, there is 
gn (<Pn )-g(<p ). In what follows, all the limiting transitions 
will be understood in the sense of Definition 2. 3 

Now let G denote the class of all dynamically achievable 
differentiable transformations of tP. The class G represents 
one of global features of the dynamical theory. Since it may 
be assumed that the set of external conditions B does not 
distinguish between parts of the time axis, the achievable 
operations can be repeated with a time delay. Hence, they 
can be superposed. Moreover, the limiting transition con
serves the product (superposition). Hence, the class G has 
the structure of a topological semigroup. This semigroup is 
wider than the traditionally studied one-parameter (dynami
cal) semigroup. It represents the whole ability of the system 
to be transformed: it has thererfore been called the semi
group of global mobility. 2 The semigroup G is present in 
many dynamical schemes which differ from the quantum 
theory. Thus, for example, for the nonlinear Schrodinger 
waves obeying the evolution equation with the "external 
potentials" 

G would be the semigroup of all nonlinear transforma
tion of the manifold oftf;waves generated by Eqs. (2.1) for all 
possible potentials V(x,t). 

Besides the semigroup aspect, the global dynamics ad
mits also a certain group-theoretical description. Since the 
external conditions SE B are "ideal," it may be assumed that 
operationsg(t,t ';S) are invertible, and their inverse are again 
diffeomorphisms of <1>. Henceforth the achievable oper
ations span a certain transformation group of tP. Definition 
3: The smallest topologically closed group oftransforma
tions tP-+<I> containing the semigroup G will be called the 
dynamical mobility group of the system and denoted M. The 
information contained in M is more general and vague than 
that represented by G: it only tells which transformations 
tP_+tP are not "against the nature of the system" without 
granting, however, that they can be effectively achieved. The 
above idea of mobility is nonrelativistic. It acquires a relativ
istic meaning if the system exists in Galileo or Minkowski 
space-time and if the evolution equations are covariant. 

In spite of the domination of the "fixed Hamiltonian 
approach," the global description of dynamics is gradually 
making its way in recent developments. It is close to the idea 
that the implications of the dynamics are best seen in the 
theory of open systems (Havas and Plebanski). It is also re
lated to the idea that the physical theory might be conve
niently stated in terms of "impotence principles" (Bergmann 
and Sudarshan). In quantum field theory some typical mo
bility problems were posed by Schwinger by considering S 
matrices depending on the external fields. 4 The global de-

45 J. Math. Phys., VoL 21, No.1. January 1980 

scription is one of the main points in the C *-algebraic ap
proach due to Haag and Kastler 5 and subsequent ap
proaches dealing with infinities of "operations". 6-9 The 
problem of mobility in quantum mechanics was raised by 
Lubkin. 10 It has been subsequently realized that the signifi
cance of the global structures extends beyond the Hilbert 
space formalism of quantum theories. The global mobility 
semi group is a flexible structural element which can exist in 
any theory and is not limited by regularities required from * 
algebras and quantum logic. Inversely, it is precisely the se
migroup G which explains the origin of any possible regular
ities of a dynamical theory. 

3. IMPLICATIONS OF MOBILITY 

(1) Invariance: As recently found, in quantum mechan
ics the semi groups G and the group Mboth coincide with the 
unitary group 2.11 This indicates that in the general theory M 
is the right substitute of the missing unitary group. 

(2) Geometry of the phase space: An idea arises that the 
geometry of the phase space tP should not be a priori as
sumed. It should be found by applying the Klein program to 
the group M acting on the manifold <1>. 

(3) Functional observables: One ofthe most essential 
implications of the semigroup G concerns the statistical the
ories. A statistical theory arises if the pure states <PEtP are not 
observed directly but only via some secondary statistical ef
fects called "observables." In quantum mechanics the obser
vables are quadratic forms of the state vector and theorefore 
are represented by linear operators. This need not necesarily 
be so in a general statistical theory based on arbitrary dyna
mics. 12,1,13 Here one deals with functional observables. I 

Definition 5: Afunctional observable is any continuous real 
functionftP-----+ lR whose valuesf(<p ) are interpretable as aver
ages over the pure states <P of a certain statistical experiment. 
Given the manifold of pure states tP, the statistical theory is 
defined by specifying the class of these real functions on tP 
which are observables I. This class will be denoted F. For 
known reasons, F should be a linear class, closed in the topol
ogy of Definition 2. As has already been found, the function
al observables contain no less information than the algebras 
ofobservables 14,15.1. In particular, they determine the geom
etry elements of the statistical theory such as the convex set S 
of all pure and mixed states 1 and the quantum logic 
et al. 16

,17,13,18 Given the manifold tP, the contents of Fmay 
serve to classify the theories: the richer Fis the more precise 
perception of the statistical ensembles and the "more classi
cal" the theory. 19 

Now, it turns out that the class of observables is condi
tioned by the mobility. Indeed, having a method of measur
ing an observablefE Fand having an operationgE:G, one can 
modify the measurement by letting the system undergo first 
the transformation g:tP_+tP and measuringf afterwards: the 
resulting new observable is the superpositionfOg:tP_+tP-----+ 
-+lR. Hence, F must be closed under the mobility semigroup 
FOG C F. If one wants the theory to have a group-theoretical 
invariance similar to the unitary invariance of quantum the
ories, it is natural to assume that the class F is invariant 
under the whole mobility group FOM = F. The theory with 
that property will be called group invariant. 20 
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If the in variance of the theory is assumed, the class of 
observables F becomes a strictly group-theoretical concept. 
The number of possibilities of constructing invariant statisti
cal theories for a given dynamics depends on the number of 
invariant function spaces ("special functions") which the 
group M allows to exist on the manifold f/J. To choose one of 
these invariant spaces as the class F one needs only a minimal 
statistical information. As a consequence, the traditional 
geometric elements of the theory (quantum logic), previous
ly studied by the axiomatic approaches, find their most natu
ral explanation in the dynamical mobility of the system. 
What one has here is a certain flexible mathematical mecha
nism interrelating the motion and the geometry of the the
ory. Below, this mechanism will be used to examine the 
structure of simplified models of the nonlinear Schrodinger 
dynamics (2.1). 

4. TWO-COMPONENT MODEL 

A simple spin model of the nonlinear Schrodinger dyn
amics (2.1) is obtained by replacing the space continuum by 
the discrete space composed of two points 1 and 2 and by 
replacing the wave tP by a two-component complex vector 
tP= IltPjll,j= 1,2: 

i ! II~: /I = - II ~ ~ I/II~: 1/ 

+ Ellf(I~112) f('~212)111I~: /I 
+ II ~I ~21111~: /I. (4.1) 

Here, the matrix II~ 611 appears instead of the Laplace opera
tor, the real numbers VI' Vz represent an "external poten
tial," and the real functionf<t) continuous for ;>0, defines 
the nonlinearity. The quantity ItPI IZ + ItP21 z = ItPl z is con
served for all V; 's ("superconservation law"), therefore, fur
ther considerations will be restricted to tP vectors for which 
ItPl z = R = const. Vectors differing only by a phase remain 
so after the evolution (4.1); therefore, one can consider a 
hypothetical system whose states are the rays of the vectors 
tP. The geometric representation of the resulting manifold f/J 
is obtained after the standard transition to real coordinates: 

x = tPI ¢2 + tPz ¢I = ( tP,uI tP), 

FIG. I. 

J 
Jt z = 2y, (4.3) 

where cu(z) = cu(z,R ) = f[(R + z)/2] - f[(R - z)/2] is an 
odd function defining the nonlinearity and A = VI - Vz E R 
is an arbitrary constant representing the external force. In 
what follows it will be assumed for simplicity that the func
tion cu(z,R ) is either strictly increasing or strictly decreasing 
for - R <,z<,R. To ensure that the further considerations are 
valid for every R sphere, this will be assumed true for every 
R>O. This imposes conditions onfwhich are fulfilled, for 
example, by a wide class of polynomials:f<t) = ;, 
; 2,; 3,; 5,; 7" etc. Below, the evolutions (4.3) will be repre
sented by vector fields (generators) 

J 
Jt = X = - 2Ix + Ecu(z)Iz + A I z , (4.4) 

where Ix = z(JIJ y) - y(JIJz), I y = x(JIJz), 
- z(Jlax),lz = y(alax) - x(JIJ y) are the generators of 

rotations on the sphere f/J. In the expression (4.4) the part 
Xo = - 2[" + Ecu(z)Ix = A + EN stands for the free evolu
tion. A = - 2Ix generates the rigid rotation aboutthex axis, 
while N = cu(z)Iz stands for the nonlinear part of the motion. 
On every circle z = const., N produces just a rotation around 
z. However, for different z's the angular velocities of these 
rotations are differnt. The resulting transformations are 
"torsions" of the sphere f/J (Fig. 1). The part A./z in Eq. (4.4) 
contributes with a rigid rotation around the z axis with any 
desired velocity A = VI - V2 • It turns out that the dynami
cal mobility defined by the vector fields (3.4) is much richer 
than that of the linear system (E = 0). 

y = i-I (tPI ¢z - tP2 ¢I) = (tP, uztP), 
z = ItPI12 -ltPzlz = (tP,u3 tP), (4.2) Achievable operations 

where uj's are the Pauli matrices. Here, x 2 + Y 2 + Z2 
= (I tP I 12 + 1 tP21 2f = R 2 and so, the manifold of pure states 

is the sphere of radius R in R 3. 

46 

The equations (4.1) in terms of real coordinates read 

a 
- x = ECU(Z) Y + AY, 
at 

a 
at y = - 2z - ECU(Z) X - AX, 

J. Math. Phys., Vol. 21, No.1, January 1980 

The simplest dynamical operations are of the form 
exp1'X(1'>O), where X are the vector fields (4.4). By super
posing these operations and making limiting transitions one 
can generate some new exponential operations. Thus, by tak
ing a strong external force and letting it act for a short time 
(A = r IE, l' = E, E-D), one obtains in the limit the transfor
mation exp r1z = lim.--o exp[E(Xo + r Ix!E)], an arbitrary 
rigid rotation around z, interpreted as a "shock transforma
tion" which the system undergoes under the influence of a 0-
like pulse of the external potential: V; (t ) = rj o(t - to); 
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FI - F z = Y. Having that transformation, one can now 
generate the product of operations exp y /z exp X 
X exp( - y /z) = expX, where Xis given by Eq. (4.4), yER, 
and the modified generator X is 

X = - 2(cosy Ix + siny /y) + cw(z) I z + A I z • (4.5) 

By varying Y and A one obtains a family of vector fields 
on cf> generating achievable operations. It contains in 
particular 

Xo = - 2Ix + cw(z) I z ' 

V= yIz ' 

X) = 2Ix + cw(z)Iz ' (4.6) 

The class of dynamically achievable operations can be 
further extended by applying the Trotter formula: 

( 
1'1 Y) 1'2 Yz)n 

exp(1') Y) +1'2 Y2 )= lim exp--exp-- . (4.7) 
n--+oo n n 

Given two continuous vector fields on cf> both generat
ing families of achievable operators exp 1') Y 1 and exp 1'2 Y2 

(1'1,1'2 ;;.0), one can also generate (4.7). Hence, the list of 
vector fields generating the achievable operations contains 
all positive combinations of the fields (4.5). In particular, by 
taking !Xl +!Xo one ends up with 

cN=cw(x)Iz • (4.8) 

This signifies that by using adequate external forces one 
can maneuver the system to perform an operation dictated 
by the purely nonlinear part ofEq. (4.1), the linear part pro
ducing no final effect. Taking more general positive combi
nations of the fields (4.5), one sees that the operations exp Y 
for the following vector fields Yare also achievable: 

Y = - 2(1'1 COSYI + 1'2 cosY2)Ix 

+ 2(1'1 sinYI + 1'2 sinY2) Iy 
+ c(1') + 1'2)w(z)Iz + A I z 

(A, Yl' Yz ER; 1') ,1'2 ;;.0). (4.9) 

In particular, taking cos Yl - cos Y2 = 1, one ob-
tains the following two-parameter family of vector fields: 

Z = - 2(1'1 - 1'2) Ix + C(1'1 + 1'2)W(Z) /z + AIz, 
(4.10) 

To read the information contained in Eqs. (4.8)-(4.10), 
some differential geometric representation of dynamical mo
bility is needed. 

5. MOBILITY CONES 

Even in the simplest dynamical theories the effective 
knowledge of G is limited by the impossibility of resolving 
the evolution equations explicitly. However, there is essen
tial information which can be obtained without integrating 
the evolution equations. Below, </> is assumed to be a differ
entiable submanifold of a real Banach space and G denotes 
any topologically closed semigroup of transformations 
</>-..</>. Definition 6: A continuous vector field X on </> gener
ating a one-parameter group of diffeomorphisms exp l' X 
:cf>-.cf> is called a generator field of G if eXp1'XEG for every 
1';;.0. Here, it is not assumed that G is the mobility semi
group. If so, it is still not assumed that the operations 
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evolution 
processes 

FIG. 2. 

exp 1'X(1';;,O) are achievable in tum by one single evolution 
process or that 1';;.0 is a measure of time. Indeed, it may 
happen that the transformations exp l' X are achievable sepa
rately each by its own process and that there is no common 
evolution process which would accomplish all of them in 
succession (Fig. 2). 

Among the generator fields of G of special interest are 
those which are bounded and fulfil the Lipschitz condition; 
they will be called fields of BL class. The fields of BL class 
are integrable; moreover, they make the Trotter formula 
(4.7) convergent in the sense of Definition 2. Now, if the 
fields Y1 and Y2 are generators of G, of BL class, and if 
1'1,1'2,;;,0, it follows from Eq. (4.7) that the field 
1'1 Y 1 + 1'2 Y2 is a generator field too. Hence, the set of all 
BL-class generators of G has the structure of a convex cone of 
vector fields on </>. In practice, it is also of interest to consider 
smaller cones of the fields. Definition 7: Any topologically 
closed convex cone of BL-class generators of G is a cone of 
generators. Note that every cone of generators covers </> by a 
field of convex vector cones in the tangent spaces. Definition 
8: Given a semigroup of diffeomorphisms of </> and given a 
cone of generators K, the mobility cone K¢ at a point ifJEcf> is 
the cone of vectors obtained by taking the values at ifJ of the 
vector fields XEK. Intuitively, the "mobility cone" at a point 
ifJ encompasses all the "allowed directions" in which the 
point ifJ may be displaced by the small semigroup operations 
exp1' X (1';;.0) with generators XEK. A particular importance 
must be assigned to the mobility cones defined by all BL
classes generators of G: they will be called the cones of the 
semigroup G on the manifold </>. One has the following 
lemma: 

Lemma: Let </> be a real Banach manifold covered by 
the field of mobility cones of the semigroup G. Let 1'-+ifJ (1') 
(1';;'0) be a differentiable trajectory on cf> whose tangent vec
tor at every point is contained in the local mobility cone 
(integral trajectory of the cone field). Then every point ifJ (1') 

on the trajectory can be achieved (at least approximately) 
from the point ifJ (0) by means of motions generated by the 

semigroup G: ifJ (1')EG ifJ (0) (Fig. 3.). It is thus seen that, be
sides defining the directions, the mobility cones also provide 
information concerning the finite displacements of any point 
of cf>: this information is obtained by constructing the inte
gral trajectories of the field of cones. It turns out to be obvi
ous that the mobility cones playa role in the global dynamics 
similar to that of characteristics surfaces in the theory of 
hyperbolic partial differential equations. 

The mobility of a single point does not yet exhaust the 
dynamical information. What one would like to know is, 

Bogdan Mielnik 47 



                                                                                                                                    

~(O) 
FIG. 3. 

also, how one can transform the manifold <P as a whole. This 
involves the following question: how can one simultaneously 
displace any number of points on <P? For a finite set of n 
points this information is again represented by mobility 
cones. As a semi group of transformations of <P, G acts also as 
a semi group of transformations on every Cartesian product 

<P X'''X <P 

according to 

g(¢JI X"·X ¢In)= g(¢JI) X"'X g(¢Jn) 

(gEG, ¢J] , ... , ¢J"E<P). 

Consequently, G determines on <P X ... X <P a field of mobil
ity cones: this field represents the possible simultaneous dis
placements of n points on <P by the transformations of the 
semi group G. A part of that information can be represented 
geometrically on the initial manifold <P without the need for 
constructing Cartesian products. Let ¢J and ¢Jo be two points 
on <P and suppose that one is interested in the possibilities of 
moving ¢J while ¢Jo is kept fixed. This corresponds to the 
subsemigroup G ,pO' = (gEG:g¢Jo = ¢Jo I ("little semigroup"). 
The semigroup G ,p" has again some mobility cones on the 
manifold <P: they represent the freedom to move ¢J while ¢Jo is 
fixed. More generally, one can consider any subset <Po C <P 
and the corresponding subsemigroup G,p" = (gEG:g¢J = ¢J 
for ¢JE<Po J. The mobility cones of G ,p" on <P represents the 
freedom of moving any point ¢J while all the points of <Po are 
fixed, They might be called little cones of G. As is seen, the 
problems of mobility always lead to a similar type of 
structure. 

Definition 8: A mobility manifold is a (generalized) dif
ferentiable manifold <P covered by a field of convex cones 
defined in the tangent spaces to <P, which are interpreted as 
the sets of allowed directions in which the points ofthe mani
fold are free to move. The cones can be of arbitrary dimen
sion and can degenerate at some points. (The vanishing of 
the mobility cone at any point ¢Jo E<P means that ¢Jo is "sta
tionary.") An example of a mobility manifold with no degen
eracy is relativistic space-time, if the "future cone" at every 
point is distinguished. Another example of that structure 
arises in the theory of the two-component model of Sec. 4. 

4. TWO- COMPONENT MODEL (CONTINUATION) 

If <P is the sphere with dynamics defined by Eqs. (4.3), a 
class of generators of Gis given by Eq. (4.5). Since yandA in 
Eq. (4.5) are arbitrary, the values of the fields X at any point 
cover all the direction on the local tangent plane. Hence, the 
mobility cones of G on <P are just the tangent spaces. As a 
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consequence, given any point ¢JE<P, there are no points on <P 
which could not be, at least approximately, achieved from ¢J. 
In fact, one can even show that every point of <P can be 
achieved exactly (G¢J = <P), which makes <P a homogeneous 
space of G. In this respect nonlinear dynamics does not yet 
differ from linear dynamics. The difference emerges when 
one considers the simultaneous displacements of many 
points of <P. 

Let ¢Jo E<P and consider the motions of any point ¢JE<P 
arising from those transformations which keep ¢Jo invariant. 
The generators of the corresponding subsemigroup G,p can 
be found by distinguishing among the vector fields (4.4)
(4. 10) those which vanish at ¢Jo . Since G contains rigid nota
tions around the z axis (shock transformations), it can be 
assumed without loss of generality that ¢Jo lies on the x,z 
plane: ¢Jo = (xo ,O,z) = (R cosa,O, R sina). A family of gen
erators vanishing at ¢Jo can be now constructed from vector 
fields (4.10). At ¢J = ¢Jo the field (4.10) coincides with 
1= -2(7] -7\)Ix +€(7\ + 72)W(Zo)Iz +A1z. To van
ish at ¢Jo this field must be proportional to the generator 10 of 
rigid rotations around ¢Jo axis: 10 = cosaIx + sinaIz • The 
conditionI=Alo(AER)~«7] -72)Ix + [E(7\ 
+ 72 )W(Zo) + A] I z = A cosalx + A sina I z leads to 

1 E(7] + Tz)W(Zo)TA 

2 
= tana='?A = - 2(1'1 - 1'2) 

7, - 72 

Xtana - €(71 - 7 2 )W(zo)' 

Assuming cosa > 0 and putting 7 = (71 + 72 )/cosa 
andE = (1'2 - 1'] )/(1'2 + 71 ),oneobtains the following cone 
of vector fields vanishing at ¢Jo : 

Y = 7{2€ 10 + E cosa[w(zo) - w(z)] I z }, 

(4.11 ) 

They cover the sphere <P with a field of mobility cones whose 
boundaries are marked by two vector fields: 

Y, = 210 + ccosa [w(zo) - w(z)] I z 

and 

y = - 210 + E cosa [w(zo) - w(z)] I z • 

For E> 0 and w(z) decreasing, this leads to the following 
differential picture of mobility (Fig 4). 

FIG. 4. 
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Figure 4 exhibits an essential difference between the 
linear and the nonlinear models. In the linear case the evolu
tion transformations are the isometries of the sphere and so, 
having fixed any point ,po E</>, one can move the other points 
only along the circles around ,po. The corresponding mobil
ity cones are one dimensional (straight lines). This is no long
er so in the nonlinear model (€=;i:0). Here, for any fixed,po 
the second point,p acquires a higher degree of mobility: it is 
not bound to move along the circles but can be displaced in 
the directions forming the cones on Fig. 4. By constructing 
integral trajectories of this field of cones one can see that in 
the nonlinear case no forbidden domains for the point,p exist 
on the sphere </>: keeping,po fixed, one can still maneuver the 
other point,p into any desired vicinity on </>. In particular,,p 
can tend to either "north pole" (z = R ) or "south pole" 
(z = - R ) of </> (this maneuver involves an integral trajec
tory spiraling around the corresponding pole). Now, by ap
plying a sequence of dynamical transformations (first mov
ing,p and leaving,po invariant, then moving,po and keeping 
,p fixed), one can see that the dynamical system (4.3) enjoys a 
curious property. Any two distinct points on </> can be simul
taneously displaced to two arbitrary neighborhoods by an 
adequate dynamical transformation. In particular, every 
two points can be moved arbitrarily close to the north and 
south poles of </>. In terms of complex vectors in Eq. (4.1) this 
means that for every two vectors tP = IltPl ,tP211 and 
1] = 111]1,1]211 there exists a dynamical transformation 
which simultaneously reduces almost to zero the first com
ponent of tP and the second component of 1]. 

The increased mobility of the nonlinear system (4.3) has 
consequences for its physics. This is seen by comparing the 
two component vectors tP in Eqs. (4.1) with the quantum 
mechanical state vectors (as for example, that of spin or po
larization). It is an essential property of quantum states that 
they cannot be arbitrarily maneuvered. This is due to an 
impossibility law of quantum mechanics which forbids the 
precise separation of pure states ("second impossibility"). 1 
Given two state vectors tP and, 1], one cannot, in general, 
produce a filtering process which would accept all the sys
tems in the pure state tP while rejecting all systems in the state 
1]. Every filter which transmits all tP particles must unavoi
dably transmit at least the average fraction l(tP, 1])1 2 of the 1] 
particles. 1 The above law finds consistent expression in the 
quantum mechanical evolution equations. The dynamical 
operations generated by these equations are unitary and con
serve the scalar products. As a result, one cannot displace 
two state vectors arbitrarily: where one goes the other fol
lows at a constant distance. The above separation impossibly 
holds no longer for the nonlinear dynamics (4.3). As seen 
from the mobility cones in Fig. 4 every two states, however 
close at the beginning, can be arbitrarily separated at the 
end. This makes possible the construction of infinitely selec
tive measuring devices, contrary to the quantum mechanical 
impossibility principle. Indeed, if at least one pair of states 
on </> can be distinguished sharply, without an element of 
statistical uncertainty (e.g., the states 111,011 and 110,111 at 
the poles of </> ), then there is also a sharp distinction between 
any two states: the method consists of first displacing them 
toward two opposite poles of </> and then applying the selec-
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tive measurement. The existence of infinitely selective filters 
is one of the features of classical theories. This indicates that 
because of an excessive dynamical mobility the nonlinear 
system (4.3) acquires some classical properties. 

This statement can be given a more exact sense if it is 
assumed that Eqs. (4.1) define the dynamics in an invariant 
statistical theory. Then, in agreement with the consider
ations of Sec. 3, the class of observables F depends on the 
mobility group M defined by Eqs. (4.1). The group M can be 
described in terms of generators which now form a Lie alge
bra of vector fields spanned by Eqs. (4.4)-(4.10). Since 
among the generators are Xo = -21x + €N and €N 
= €{u(z)Iz' the algebra must contain also !(€N - Xo) 
= Ix . On the other hand, it contains Iz . Hence, it must also 

contain Iy = [Ix,Iz]' Thus, the Lie algebra of generators of 
M is spanned by the three rotation generators Ix ,Iy,Iz and 
the "nonlinear generator" €N = €w(z)Iz • The first three vec
tor fields generate the rotation group SO(3). Consistently, M 
is the group spanned by SO(3) and by the nonlinear rotations 
represented in Fig. 1. Now, the problem of the special func
tion spaces of M on </> becomes simple. Since M-::J SO(3), 
every invariant function space of M must be also invariant 
under SO(3) and so it must be composed of some number of 
the spherical function subspaces. By examining the operator 
w(z)Iz ' one proves that it yields transitions (either direct or 
indirect) between any two subspaces of spherical functions 
(except for the subspace of constants). The class F contains 
constants and is invariant under M. Moreover, F must con
tain some functions besides constants (otherwise the states 
would not be distinguishable and the theory would become 
trivial). Hence, F contains all the spherical functions sub
spaces. Since F is closed, this implies that F coincides with 
the class of all continuous real functions on </> [F = C (</> )]. 
As a consequence, all the quantum mechanical imposibility 
principles are broken (see Ref. I), and the construction of the 
convex set S described in Ref. 7 leads to a generalized sim
plex with the resulting quantum logic distributive. Hence, 
every group invariant statistical theory built up upon the 
nonlinear evolution equations (3.1) is "structurally classi
cal" in the sense of the classification of Sec. 3. 

6. NONLINEAR LATTICE MODEL 

The considerations of Sec. 4 also permit one to deter
mine the mobility of a more general lattice model of the non
linear Schrodinger dynamics. Here, the wave function tP is 
replaced by an infinite-component complex vector of 
/2tP = IltPj II,j = ... , -1,0,1, .. ·. Instead of the Schrodinger 
wave equation (3.1), one has a differential-difference equa
tion with a finite difference operator playing the role of La
placian(LltP)j =tPHI -2tPj +tPj-1 . As the term -2tPj is 
inessential and can be absorbed by redefining the potential, 
the resulting equation is 

(6.1) 

where the numbers ~(j= ... , - 1,0,1, ... ) form an analog of 
the external potential and the real functionfR + ~R defines 
the nonlinearity. Below,Jis assumed continuous with its 
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first derivative. The quantity IIW = Lj~ ~ oc ItPi 12 is con
served by the evolution (6.1), and further considerations will 
be restricted to the subset of unit vectors 
1/1 = I t,bE/2; I tPI2 = Il. Since any two vectors of 1/1 which are 
proportional remain proportional after the evolution (6.1), it 
may be assumed that they label the same pure state. With 
this assumption the manifold of pure states <P becomes the 
set of unit rays in J2. Below, it will be convenient to use 1/1 
instead of <P to label the pure states, remembering, however, 
that the unit vectors tPEI/I are redundant. Before any ele
ments of a statistical theory are introduced it is worthwhile 
to examine the dynamical mobility of the tP vectors obeying 
Eq. (6.1). As before, the semigroup of mobility will be de
scribed in terms of the generator fields now acting as differ
ential operators on the functions rPEe oc (1/1) of an infinity of 
coordinates; rP (tP) = rP (···,tP _ I' ¢ _ I' tPo, ¢o, ... ). To write 
down these generators explicitly it is convenient to rewrite 
Eq. (6.1) as 

:r tPj = i( tPJ + I + tPj - I) 

(6.2a) 

a -
at tPj = - i( ¢j + I + ¢j - I) 

+ iE/(ltPj I2) ¢j + i~ ¢j" (6.2b) 

Now, the form of the vector field X generating Eq. (6.1) 
is found from the condition (a ;at) rP ( tP) = XrP ( tP) 
[t,bEI/I, rPEe=( 1/1)]: 

The field (6.2) is an analog of the Hamilton operator in 
the nonlinear theory. In particular, the choice ~ = ° 
(j = ... , - 1,0,1, ... ) gives the generator of the free evolution 
Xo. By regrouping terms in Eq. (6.3) one obtains 

where 

(6.5) 

(6.6) 

(6.7) 

The operators (6.6)-(6.7) are the elementary "tenden
cies" in the evolution processes (6.1); they act on the compo
nents of tP according to the simple rules 
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D+ . 
J • 

D j- ; D/ 

tPr-+i tPjf I tPr-+i tPj - I tPr~->- - i tPj 
¢;--+-i¢jf 1 ¢r-+-i¢j-I ¢r-+i ¢J 

(6.8) 
tPk } tPk} ~k} -+0 - --+0 - -+0 
t/lk tPk tPk 
(k*)) (k*)) (k*)) 

Since the summation in Eq. (6.4) runs from - 00 to 
+ 00, the generator Xo may equivalently be written 

The transition from Eqs. (6.4) to (6.9) involves only a 
simple rearrangement of terms, and so does not affect the 
convergence of the infinite sum (6.4). The operators 
Aj = D / + D j~ I produce the "circular operations" in the 
pair of components tPj and tPj + I , and vanish elsewhere: 

-i 

¢j -+ ;p} + I, <--

-i 

(6.10) 

Their natural counterparts are 

a a - a 
Bj = tPj -- - tPj+ I a.I'J + Ih --- -

atPj+ I 'I' atPj+ I 

-1 -- 1 

tPj -+ tPj +- 1, ¢j -+ ¢J+ 1, <-- <--

+1 +1 

tPk-+O, ¢k-+O' (6.11) 

(6.12) 

The differential operatorsAj , Bj • ej • when acting on the pair 
of components tPj' and tPj + I' behave as Pauli matrices mul
tiplied by the imaginary unit i. The evolution generator (6.2) 
can now be written 

j= -- x ) = - oc } = - 00 

=A +EN+ V, (6.13) 
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the meaning of A, N, and V self-evident. Notice that the 
"nonlinear" and potential parts N and V can be equivalently 
written in terms of ej by applying an Abel transformation. 
One has 

(6.14) 
j= - oc; 

where the numbers wj(j = ... , -1,0,1, ... ) represent a super-
potential: wj _ 1 - Wj = V;. If the sum ~}t:, 00_ oc f(I'h 12) is 
convergent, N can be written explicitly in any of the forms 

N= jO~~OC {[k%-I f(l~kI2)] e j } + .. . 

;=~oo {L=~oof(l~kI2)] e;} + ... . (6.15) 

The terms dropped in Eqs. (6.14) and (6.15) generate 
only trivial rotations in ~. 

Achievable operations 

The vector fields (6.13) are the basic generators of G, 
the simplest achievable operations being of the form exp 7X, 
where 7;;;.0 and X is given by Eq. (6.13). More general oper
ations can be now obtained by taking products and limits of 
the operations exp 7X. In particular, by taking a strong ex
ternal potential V; = (lIE) aj and letting it act during a 
short time interval 7 = E-G, one achieves the dynamical op
eration exp a, where the generator a has the form of the pure 
potential part of Eq. (6.13) (shock transformation) 

(6.16) 

By now superposing the "natural evolution" exp7 X 
with two opposite shock transformations generated by Eq. 
(6.16), one can produce a new class of dynamical tr~nsfor
mations of the form expa exp7X exp( - a) = exp7X, where 
X = expaX exp( - a). Since e a ~je -a = e - iaj tPj' 

and 

ea !fje- a = i a1 !fj,ea (ala ~)e-a = iaj(ala~), 
ea(ala!fj)e - a = e - iaj(ala!fj)' 

ea Dje- a = Dj, 

hence the modified generator becomes 

X=i_Y (iY'~j+1 a~. + e-iY1tPj a./~ 
; -- - 00 '1"; '1"; + 1 

-iy,- a iy,.1. a ) 
- e tPj + I--=-+ e 'l"j ----

a~j atPj+ I 

+EN+ V, (6.17) 

where Yj = a j - aj + I . After an obvious decomposition 

+00 L (cosYJAj + sin YjB) + EN + V. (6.18) 
j= - 00 

The vector fields (6.18) now induce a wide class of 
achievable operations. In particular, taking cos Yj = - 1 
(j = ... , - 1,0,1, ... ), V = 0, one can obtain an analog ofthe 
free evolution generators with the sign of the "linear part" 
reversed 
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XI = -A + EN. (6.19) 

More generally, taking cos Yj = E; = ± 1 and V=l:O, one ob
tains an analog of the generator (6.13) with only some of the 
signs in A reversed: 

(6.20) 
j = - 00 

The unit sphere </J admits a natural embedding in a real Ban
ach space. If the potentials V = II Vj II,j = ... , - 1,0,1, ... are 
bounded, the vector fields (6.2)-(6.20) are bounded and fulfil 
the Lipschitz condition which makes possible the applica
tion of the Trotter formula (4.7). This formula allows one to 
approximate the evolution operations corresponding to posi
tive linear combinations of the vector fields (6.20). In par
ticular, one can approximate 

exp TEN = exp(! 7Xo + ! 7X I ) (7;;;.0). (6.21 ) 

This means that in a single evolution act one can annihi
late with any desired accuracy the effect of the linear part of 
the free evolution, forcing the system to perform an oper
ation dictated by the "pure nonlinearity." The Trotter 
mechanism provides also an analog of the evolution gener
ator (6.13) with only a part of the linear terms cancelled and 
part of them still present. This is done by taking an average of 
the vector fields (6.13) and (6_15). The resulting new gener
ator is 

(6.22) 

where 8j = !(Ej + 1) takes the values 0 and 1 for 
j = ... , -1,0,1, .... The existence of the vector fields (6.22) 
among the generators of the semigroup G means that by 
applying adequate external forces one can influence the sys
tem to perform a selective operation, where some of the lin
ear terms of A do not contribute but some are essential (for 
8j = 1). Obviously, if 8k = 0 for a certain k, then the evolu· 
tion operation leaves the subsets of components! I/j :j<k I 
and [tPj:j > k l decoupled. If 8 k = 8, = 0 for two integers 
k,l,k < I, then the subset of components [t/Jk t I , .. _,t/J{ l be
comes decoupled from all the rest [meaning that the compo
nents ¢k +1 , ... ,¢, of the vector tb = (exp 7X,,) (I/;) depend 
only upon the coordinates ~k t 1 , ... ,1/;, of the vector 1/1]. The 
simplest "decoupled operations" are obtained by taking 
OJ = Djk in Eq. (6.22). The corresponding generators are 

X(k.k + I) = A k + EN + V. (6.23) 

The operations exp7 X(k.k + I) transform the ~ vectors 
very simply. Every component tPj withj=l:k, k + 1 is mvlti
plied by a phase factor. The only two components trans
formed nontrivially are ~k and ~k + 1 • In the two dimension
al subspace of these components the generator (6.23) induces 
the transformations correspondingly exactly to the ones of 
Sec. 4. Thus, employing adequate external forces, one can 
operate on every two components tPk and ~k + I' making 
them imitate the model of Sec. 4. This fact has important 
consequences for the mobility of the lattice model (6.1). In
deed, one can see that by operating on successive pairs of 
components of ~ one can produce evolution operations sepa
rating two arbitrarily close state vectors. As an example, 
consider two "wave packets" tP, TJE'f/ both with finite num-
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bers of nonvanishing components, differing slightly one 
from the other: ItP, 12 = 1171 [2 + 8, ItP212 = 117212 - 8, tP3 

= 173 ,···,tP" = 17"; tPk = 17k = O(k =1= l, ... ,n). (The absolute 
values of tP and 17 are drawn in Fig. 5). Now, by using the 
operations expr X(O.I)' one can make the pairs tPo, tP 1 and 
17(» 17 1 to behave like replicas of the system of Sec. 4. In 
particular, one can perform an operation which almost com
presses both components of tP into the single cell} = ° while 
simultaneously shifting the components of 17 to the cell} = 1 
(north and south poles of the sphere in Fig. 4). Having ac
complished this manuever with a sufficient accuracy, the 
next transformation must be of the form expr X(I,2) and oper
ate in the cell} = 1,2. As before, the contents of tP in this cell 
are shifted to the left (to subcell ) = 1) whereas the contents 
of 17 are shifted to the right (subcell) = 2). Proceeding so, 
one defines a sequence of separation operations in the succes
sive cells (0,1), (1,2), (2,3), ... , (n -1, n) always shifting the 
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local contents of tP to the left and that of 17 to the right. The 
successive stages of these operations can approximate, with 
any desired accuracy, the sequence of picture in Fig, 5. 

As a final result, the waves packets tP and 17, though 
almost identical at the beginning, are almost completely sep
arated at the end: the packet 17 is compressed to the single cell 
} = n whereas the packet tP is filtered to the left, The exis
tence of the above separation operation allows the construc
tion of infinitely selective measuring devices able to accept tP 
and simultaneously reject 17 with any desired accuracy: for if 
there is a method of distinguishing precisely the space-sepa
rated packets (which is likely to be assumed), then there is 
also a method of filtering unmistakably any two packets, 
however little they differ from one another. As in Sec. 4, the 
existence of the infinitely selective measurements violates 
the quantum mechanical impossibility principles and shows 
that the nonlinear wave packet (6,1) acquires some classical 
features. 

Assume now that an invariant statistical theory is built 
up on the dynamical equations (6, 1). Then one deals with the 
mobility groupM generated by Eqs. (6,1), The contents of M 
may be estimated according to the Lie algebra of its gener
ators fields of BL class. Because of the arbitrary Yj 's in Eq. 
(6.13), this algebra contains every pair of vector fields A j , 

Bj (} = .. " -1,0,1, ... ), Consistently, it also contains every 
Cj (} = ... , -1,0,1, ... ), For any fixed}, the triple of vector 
fields A j , Bi and Cj generates all possible unitary transfor
mations of the pair of components tPj and tPj + 1 ' By super
posing many unitary transformations in the successive two
dimensional cells of components tPj and tPj + 1 , one can gener
ate, in the limit, any unitary transformation in the whole of 
[2, Hence, M contains the unitary group in /2. The other 
dynamical operations are due to the vector field N. Hence, M 
is the smallest topologically closed group of transformations 
of If! which contains the unitary transformations and the 
nonlinear operations exprEN. The corresponding transfor
mation group of the set of rays </> is so rich that the theory of 
special functions on </> becomes trivial: the only admissible 
class of functions F invariant under the group M and essen
tially wider than the subspace of constants is the whole class 
of real continuous function on </> [F = C (</> )]. As a conse
quence, every group invariant statistical theory built up on 
Eqs. (6.1) has a classical structure of states (a simplex). As 
already noticed in Sec. 3, this does not mean, however, the 
existence of hidden parameters or the possibility of returning 
to a causal scheme (see also Ref. 12), 

7. CORRESPONDENCE 

The results of Sec. 6 exhibit certain special features of 
nonlinear wave dynamics. The nonlinear system (6.1) is 
characterized by an excessive mobility. If only a nonlinear 
term is present in Eqs. (6.1), the mobility group "blows up." 
The class of observables becomes so rich that the convex set 
Sbecomes a generalized simplex (classical geometry). The 
same phenomenon has been already observed, for a different 
class of nonlinear equations, by Haag and Bannier. 12 A 
question arises whether the return to the simplex geometry is 
a general tendency in nonlinear theories? Another problem 
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concerns the correspondence principle: it looks as ifthere is a 
structural discontinuity between the linear theory and the 
nonlinear theory with nonlinearity tending to zero. 

This last phenomenon arises from the fact that the 
scheme of Sec. 3 has a global character. The structures intro
duced in Sec. 2 contain a limiting transition which does not 
commute with vanishing of nonlinearity (E-+O). Indeed, the 
semigroup G is the family of all transformations <P_<P 
which are dynamically achievable, no matter how long a 
time may they require to be accomplished. Similarly, Fwas 
defined as the class off unctions representing all possible ex
periments, no matter how much time and accuracy they may 
require to be performed. Hence, the class F represents a kind 
of absolute knowledge. 

The above global description cannot be consistently 
avoided if one is interested in the complete nature of the 
system. However, for some practical purposes it may be
come overloaded with information. The operations of sepa
ration of the wave packets represented in Fig. 5 always exist: 
however, if the nonlinerity is too small, it may take too long a 
time to accomplish them and therefore they are of no practi
cal importance. This suggests that in some circumstances the 
global scheme might be ignored in favor of partial 
descriptions. 

Instead of representing the system in terms of the whole class 
of observables F, it might be convenient to introduce some 
subclasses F' C F corresponding to restricted types of experi
ments. An interesting example of "partial perception" arises 
if the measurements are confined to a finite time interval 
[t,t'] and limited by a finite accuracy. Let F[t,t'j denote the 
corresponding class of observables. For t = t " F[t.t 'j contains 
only the "immediately measurable" observables. For the 
system of Sec. 6 they may be assumed identical with the 
primitive observables of the "Born interpretation": 
Pj( t/J) = It/Jj 12;p( t/J) = ~i /Ljp/ t/J). 1fT = t' - t>O, but Eis 
very small, so that ET is small, the higher order contributions 
to the quadratic probabilities are still beyond the threshold 
of detection. An observer confined to the interval (t,t '] there
fore will not register the existence of the higher order obser
vables: the class F[t,('j reflecting his approximate experience 
will coincide with the class of quadratic forms as in the linear 
theory. The situation changes ifthe interval [t,t'] increases. 
The terms proportionalto (ET) n (n = 1,2,00') then successive
ly cross the detection barrier and F[t.t 'j is gradually extended 
to include the higher order forms of t/J. This produces a se
quence of increasingly precise schemes with expanding ob
servables and regressing impossibility principles. 1 Finally, 
the class of observables extends to include all the real forms 
of t/J, thus providing an infinitely precise perception of the 
pure states (rays) characteristic for classical theories. This 
process is conditioned by the value of E: the smaller the non
linearity, the longer the time necessary to enrich the observa
bles. It is thus seen that the nonlinear theory with E-+O tends 
to the linear one in the local sense, simultaneously conserv
ing its different global shape. 

The description in terms of partial observables is known 
in the *-algebra approach to quantum theories. In particu
lar, the class F[t.t 'j is an inexact analog of the Haag algebra of 
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observables localized in space-time. However, there is an 
essential structural difference. In present day quantum the
ories the partial pictures of a theory can differ only in size but 
not in shape: they all reproduce the same type of structure 
based on * algebras and Hilbert spaces. This is not necessar
ily so in a generalized statistical theory. Here the system may 
reveal different shapes to different observers. An example is 
precisely the nonlinear system of Sec. 6 which exhibits a 
whole variety of geometric structures from the orthodox 
quantum one up to the orthodox classical. 21 It thus looks as 
though Haag's idea of partial observables, when translated 
to the domain of nonlinear theories, might reveal a new 
mechanism of consistency between many simultaneous 
structures of the same physical system. If a finite accuracy is 
assumed, it can also show how the nonlinearity can provide 
an asymptotic return to a classical geometry, which does not 
imply the return to a causal scheme. The nonlinear system 
(6.1) becomes classical when it grows old. The system for 
which this happens might be called "asymptotically 
classical. " 

8. OPEN PROBLEMS 

The considerations of Secs. 6 and 7 illustrate the some
what special place of global mobility. This concept is likely 
to appear in any dynamical theory of open systems. Once it 
exists it starts to playa decisive role: for because of the con
sistency links it conditions the geometry of the theory. This 
may be of interest for some domains where the dynamics has 
been already postulated but the physical interpretation is 
still missing. 

(1) Recently, certain c-number fields have been studied 
because of the existence of solitons. The most consistent 
quantization of these fields seemingly leads via Feynman 
path integrals. 22 One might also think, however, that the 
soliton fields are the soliton fields, are already the proper 
nonlinear representations for the physical quanta (as in de 
Broglie's proposals) and therefore should not be further 
quantized. Instead, they should be investigated "as they 
are". This would involve the study of the soliton geometry 
and prolongation structures. 23 In the case of an open system 
this would lead to the problem of mobility. An interesting 
example of an open soliton system ofform (2.1) with loga
rithmic nonlinearity f( ;) = In; and with external potentials 
was discussed by BiaLynicki-Birula and Mycielski. 24 

Though the function w(z) = ~ In[(R + z)/2] 
- In[(R - z)!2] has singularities, the results of Sec. 4 sug

gest that the gaussons of Bialynicki-Birula-Mycielski are 
structurally classical, even though they may appear in a pro
babilistic theory. 

(2) One of the gaps in the present day theory lies in 
between the quantum theories and general relativity. The 
attempts to quantize gravity by means of the standard for
malism have not been conclusive. One of the most intriguing 
problems concerns the hypothetical graviton. There are 
opinions that the single graviton in vacuum (if any such enti
ty exists) should be described like any other particle with 
spin, in the spirit of the linear laws of quantum mechanics, 
and that the nonlinearity of the macroscopic gravitational 
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field is simply due to the interactions in a cloud of many 
gravitons. A completely different theory of a nonlinear gra
viton has been proposed by Penrose, 25 who postulates that 
the graviton is described by a left-flat complex Einsteinian 
field and carries its own portion of the curvature. An alge
braic theory of complex Einsteinian fields has been devel
oped recently by Plebanski. 26 The theory of the nonlinear 
graviton is not yet complete as the graviton exists "in itself' 
and the statistical interpretation is missing. The general sta
tistical theory of Sec. 3 is not directly applicable here, as it 
was formulated in a flat space-time, and moreover there is 
not yet a theory describing the graviton as an open system 
Still the scheme of Sec. 3 is at least devoid of some handicaps: 
for it seems that the general mobility group rather than the 
unitary group and the functional rather than the operator 
observables are general enough to describe the hypothetical 
entity. 
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Generalizations of H-J theory have been discussed before in the literature. The present 
approach differs from others in that it employs geometrical ideas on phase space and classical 
transformation theory to derive the basic equations. The relation between constants of motion and 
symmetries of the generalized H-J equations is then clarified. 

INTRODUCTION 

The Hamilton-Jacobi form of dynamics derives much 
of its importance today from the analogies it has with quan
tum mechanics. At a purely classical level, it has application 
in celestial mechanics where it provides the framework for 
canonical perturbation theory. 

In the usual form of the theory, the momenta turn out to 
be the gradient of a function on configuration space called 
Hamilton's principal function. Rund' suggested that one 
may give the momenta alternative representation and arrive 
at a generalization of the theory. In Rund's theory the mo
menta are expressed in terms of n functions on configuration 
space (n being the number of degrees of freedom). It was 
pointed out by Baumeister2 that the classical problem of 
Pfaff was relevant in choosing the representation for the mo
menta. The number of functions in the representation here 
lies between 1 and n. Baumeister's form of the theory con
tains as special cases both Rund's theory and traditional H-J 
theory. 

Mukunda3 has discussed Hamilton-Jacobi theory using 
geometrical ideas on phase space. As pointed out in Ref. 3 
working in phase space rather than configuration space is 
advantageous because the action of canonical transforma
tions is easy to visualize. The present approach to general
ized Hamilton-Jacobi theory relies largely on geometrical 
ideas developed in Ref. 3. It is not clear at the moment 
whether the generalized theory has any relevance to quan
tum mechanics. It does seem safe to say however that analo
gies with quantum mechanics, if they exist, are not straight
forward and will require some unearthing. 

The material to be presented is arranged as follows. In 
Sec. I, surfaces in phase space and their behavior under ca
nonical transformations of phase space are discussed. In Sec. 
II, the surfaces are given a representation (following Ref. 2) 
in terms of so called Clebsch potentials. The behavior of 
Clebsch potentials under the action of canonical transforma
tions is also worked out. In Sec. III, the fact that the time 
evolution of a system is a canonical transformation is used to 
write down the equations for time evolution of the Clebsch 
potentials. These constitute the system of generalized H-J 
equations. In the last section, it is shown that a constant of 
motion may be used to generate new solutions of these equa
tions from a given one. 

I. GEOMETRY OF PHASE SPACE SURFACES 

Consider the 2n-dimensional phase space of a dynami-

cal system: (Pr ,qr), r = 1, ... ,n. Let M be an m-dimensional 
surface embedded therein. The points of M may be parame
trized by U a ' a = 1, ... ,m so that the surface now appears as 
(Pr (u),qr (u»). Given a phase space function A (p,q) one may 
restrict its arguments to M, thereby obtaining a function of 
u, 

(A (P,q»)M = A (p(u),q(u»). (1.1) 

The symbol on the left denotes restriction to M. 
The Lagrange bracket of two parameters ua ' U fJ is de

fined as 

[un,u f3] = ( a p/u) aqr(u) _ a Pr(u) aqr(U»). (1.2) 
au f3 aUa aUa au f3 

These form an m X m, real, anti symmetric matrix. The rank 
of this matrix is assumed constant over M and is called the 
symplectic rank of the surface M. It is even and independent 
of the choice of parameters ua' The rank of the augmented 
m Xm + I matrix 

( 
aqr(u) ) 

[ua,u f3 ],Pr(U)----a;;;: (1.3) 

is called the character of M. From its definition it is clear that 
it is either equal to the symplectic rank or exceeds it by one. 

Canonical transformations of phase space will be 
thought of in the active sense as a one-to-one mapping of 
phase space onto itself. Only infinitesimal transformations 
are considered and in what follows, higher order terms than 
we require will be dropped without comment. Under the 
action of a canonical transformation generated by A (p,q), a 
surface M parametrized by Ua will go over to a surface M' 
which we once again parametrize by ua • Thus a point 
(p, (u),q' (u») on M will go over to a point (p;(u),q"(u») on 
M '. The relation between the new and old surfaces is given by 

(1.4) 
q"(u) = qr(u) + E!A,qrl M. 

E is an infinitesimal parameter and the braces are restrictions 
of Poisson brackets to M. 

Canonical transformations have the property 

(1.5) 

where w(u) = E(A + Pr!A,qrDM' 
The well known invariance of Lagrange brackets under 

canonical transformations follows easily from Eqs. (1.5): 
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(1.6) 

Thus the matrix of Lagrange brackets and therefore the sym
plectic rank are canonical invariants. Under a canonical 
transformation the last column of the augmented matrix 
(1.3) will increase by a gradient while the other columns 
remain the same. Since at a given point, by choosing A (p,q), 
one can make this term have any value, it is clear that the 
character in general may change under a canonical transfor
mation. For this reason the character of a surface will not 
play an important role in our considerations. 

Under a canonical transformation generated by A (p,q), 
if the points of M remain in M, then the transformation is 
said to leave M invariant; or more briefly, M is an eigensur
face of A (p,q). If (p/(u),q"(u» and (Pr (u),qr (u» describe 
the same surface M, it is clear that for some u', 

p;(u) = piu'), q'r(u) = qr(u'). (1.7) 

This leads, via a Taylor expansion for (Pr (u'),qr (u'», to the 
2n equations 

ap/u) 
--8ua = €!A,PrlM' 

au" 

aqr(u) r 
--8ua =€{A,q lM' 

au" 

(1.8) 

where au" = u~ - U a are m suitable quantities. Thus if Mis 
to be an eigensurface of A (p,q), the 2n-m conditions (1.8) 
must be satisfied by M and the phase space function A (p,q). 
By means of laborious but quite straightforward manipula
tions with Eqs. (1.8) one can show that if M is an eigensur
face of two phase space functions A and B, it is also an eigen
surface of their Poisson bracket !A,B l. One might have 
expected this from the Baker-Campbell-Hausdorff formu
la4 for the composition of canonical transformations. Its ver
ification, though tedious in our present description of sur
faces, is easy in an alternative one which we now discuss. 

An m-dimensional surface M may be characterized by 
2n - m independent phase space functions, ((Ja(p,q), 
a = 1, ... ,2n - m, whose restrictions to M vanish. This de
scription is suggested by the theory of constrained systems5 

and we will freely use theorems and vocabulary developed in 
that context. A phase space function A (p,q) is said to vanish 
weakly on M if its restriction to M vanishes. 

This is written 

A::::::O. (1.9) 

If the restrictions of its first derivatives with respect to q and 
p also vanish on M, then A is said to vanish strongly. This is 
written 

A O. (1.10) 

We refer to Ref. 5 for the result that a function which vanish
es weakly on M is strongly equal to a linear combination of 
the cp's which describe M. 

Under a canonical transformation, if M goes over to M " 
one may describe M' by the vanishing of cp,/( p,q). The rela
tion between the two sets of cp's is 

(1.11) 
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A being the generator of the transformation. The condition 
for a canonical transformation generated by A to leave M 
invariant is 

(1.12) 

With use of the Jacobi identity and the result following 
Eq. (1.10), it is easily seen that for two phase space functions 
A andB, !cp" , A 1 ::::::0 and {({J" , B 1 ::::::0 imply !({Ja ,!A, B II 
::::::0. Thus, an eigensurface of A and B is also an eigensurface 
of their Poisson bracket. The corresponding result in the 
theory of constrained systems is proved in Ref. 5. Its state
ment in that context is that the Poisson bracket of two first 
class functions is also first class. 

We now specialize to the case where m = n. Further let 
us assume that the q's themselves may be made to serve as 
parameters on M. We thus restrict the surfaces under consid
eration and this restriction will hold through the rest of this 
article. The points of M now appear as Pr(q). The Lagrange 
brackets take the form 

(1.13) 

Under a canonical transformation a surface M described by 
Pr(q) will go over to M' which we describe by p/(q). We use 
the same q's to describe both surfaces. This is at variance 
with an earlier convention whereby the original point on M 
and the transformed point on M' shared the same parameter. 
Taking this into account in Eg. (1.4) we have 

p;(q) =Pr(q) + €( ;:r)M + € a~~:q) (:~)M ' (1.14) 

or rewriting, 

(1.15) 

This completes the geometrical framework which will be 
used in subsequent sections. 

II. THE CLEBSCH REPRESENTATION 

With every n-dimensional surface M we associate a co
variant vector fieldpr(q). Frompr(q) let us form w = Pr(q)dqr 
and think of it as a Pfaffian form. The character and sym
plectic rank of the form are defined as the character and 
symplectic rank of the associated surface. 

Given a Pfaffian form w with symplectic rank 2m the 
theory ofPfaffian forms· gives a systematic reduction proce
dure for arriving at an equivalent form 

(2.1) 

where a = l, ... ,m and Pa , Q ", and if! are 2m + I functions 
on configuration space. The P 's and Q's are functionally in
dependent of one another. If the character of w is 2m + 1, 
then if! is functionally independent of the P 's and Q 's and Eq. 
(2.1) is in fact the most economical (in the sense that it em
ploys the smallest number of functions) representation of w. 
If the character is 2m, then if! is functionally dependent on 
(P",Q ") and may be got rid of by a further Pfaffian reduc
tion. Since the possibility of this last reduction depends on 
the character, which is not a canonical invariant concept, we 
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will not make use of it. We content ourselves with the repre
sentation (2.1) for (J) hereafter called the minimal one. The 
P's and Q 's are 2m independent functions and tP mayor may 
not depend functionally on the P's and Q's. This leads to 
what is called the Clebsch representation for p,(q) 

p,(q) = P
a 

aQa(q) + atP(q) . (2.2) 
aq' aq' 

The 2m + 1 functions (Pa,Q a,tP) wilI be referred to as 
Clebsch potentials. The Clebsch potentials may be thought 
of as providing a third description of surfaces in phase space. 
Of course, only n-dimensional surfaces parametrizable by q 
are thus described. 

The representation (2.2) is not unique. Two sets of 
Clebsch potentials are said to be related by a Clebsch gauge 
transformation if they describe the same surfacep/q). The 
relation between the two sets is now clarified. 

Pa dQa + dtP = P~ dQ,a + dtP' 

implies 

(2.3) 

Pa dQ" - P ~ dQ 'a = d (tP' - tP) = dX- (2.4) 

As shown in Ref. 6, P~, Q 'a, and X are functions of Pa and 
Q a only. Equation (2.4) implies that the two sets (P ~,Q ,a) 
and (P ",Q a) are related by a canonical transformation in the 
2m-dimensional (P a,Q a) space. All minimal representations 
are thus related by such transformations. Conversely, any 
such transformation will provide a new minimal representa
tion starting from a given one. If the transformation is infini
tesimal, the relation between the two sets of potentials may 
be conveniently expressed with the help of the infinitesimal 
generator of the transformation F (P,Q) 

oP =P' _p = aF(p,Q) 
" a a € aQa ' 

oQ" = Q,a _ Q" = _ € aF(p,Q) (2.5) 
ap , 

" 
otP=tP'-tP=€(Pa aF~;:Q) -F(P,Q)} 

F is an arbitrary function of its arguments and € is an infini
tesimal parameter. There is a risk of confusion between ca
nonical transformations in the 2m-dimensional (Pa,Q a) 
space and phase space. To avoid this, in what follows the 
former will only be referred to as Clebsch gauge 
transformations. 

Let us introduce the shorthand notation 1T(q) to stand 
for the 2m + 1 Clebsch potentials (P a(q),Q a(q),tP(q». 1T(q) 
defines a surface p/q) via Eq. (2.2). Under a canonical trans
formation (in phase space!) the surface p,(q) will go over to 
p;(q) which we may represent by new Clebsch potentials 
1T'(q). It follows from the canonical invariance of symplectic 
rank that the new set 1T'(q) has the same number offunctions 
(2m + 1) as 1T(q). It is also clear, because of the Clebsch 
gauge degree offreedom, that 1T'(q) cannot be determined by 
1T(q) and the canonical transformation. We expect arbitrari
ness in 1T'(q) to the extent of a Clebsch gauge transformation. 
Use of the Clebsch representation (2.2) in Eq. (1.15) gives 

P ~ dQ 'cr + dtP' = Pa dQ a + dtP + € dA M 
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+ €[dP aQa _ apa dQa]!A qij 
a aqJ aq 'M' 

(2.6) 

A is the generator of the transformation and M the surface 
p/q). 

P ~ dQ 'a + dtP' 

= (Pa - €[A,qil M apa )d(Qa _ €!A,qJIM a
Q

") 
aql aql 

+d(tP+€AM+€Pa aa~; !A,qijM). (2.7) 

Comparing the two sides of this equation with the use of 
Eq. (2.5) yields 

oP
a 

= - €[A,qJI M apa + € aF(p,Q) , 
aql aQa 

8Q" = _ €[A,qJI aQ" + € aF(p,Q) 
M aqi ap,,' 

aQ" . 
otP = €AM + €p,,--. [A,qljM 

aqJ 

+ €(p aF(p,Q) _ F(P Q») 
a ap

a 
,. 

(2.8) 

These equations give the change in the Clebsch poten
tials as a result of a canonical transformation of phase space. 
The appearance ofthe arbitrary function F (P,Q) on the right 
is as anticipated. 

III. THE GENERALIZED H-J EQUATIONS 

Consider a system with the 2n-dimensional phase space 
(p,.,q,) and HamiltonianH (p,q,t). Wecanatt = o think of an 
n-dimensional surface in phase space whose points appear as 
p,(q,O). Let the points of this surface move with time obeying 
Hamilton's equations. The points, as they move, fill out an 
(n + 1 )-dimensional region of phase space which can be 
viewed as consisting of an n parameter family of classical 
trajectories. At any time t, the points define a surface M 
whose points appear as p ,(q,t ). The correspondence between 
the one parameter family of surfaces and the n parameter 
family of trajectories is to be noted. The surface M may be 
given a Clebsch representation 1T(q,t). The time evolution of 
a system is a canonical transformation generated by its Ha
miltonian. To obtain the equations that determine the time 
evolution of Clebsch potentials, we replace A by Hand € by 
- Or in Eqs. (2.8) and take the limit. The results are: 

ap" = [H Jl apa 

at ,q M aqi 

aQCl . aQ'l 
- _[Hqlj 

at - , M aqJ 

aF(p,Q,t) 

aQ(1 

aF(p,Q,t) 

apa 

. aQl1 
-HM - [H,qJI.wp,,-. +F(P.Q.t) 

aql 

_ P aF(P.Q.t) 
ex ap" . 
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M is the time dependent surface whose Clebsch potentials 
are 1r(q,t). Equations (3.1) constitute the system of general
ized Hamilton-Jacobi equations. They are coupled first or
der partial differential equations for (Pa,Qa,t/J) with inde
pendent variables qr and t. If some specific choice is made for 
the arbitrary function F(P,Q,t), then a well-defined initial 
value problem results. 

From the remarks in Sec. II it is clear that the number of 
Clebsch potentials required to describe the surface does not 
change with time. Neither is the functional independence of 
theP 's and Q 's affected by time development. The functional 
independence of t/J however may change with time. A specif
ic choice of the arbitrary function F (P,Q,t ) will be called a 
choice of gauge. The choice of gauge F = 0 seems to enjoy a 

certain importance over others. In this gauge, Pa and Q a 

turn out to be constants along the classical trajectories, while 
the rate of change of t/J is equal to the Lagrangian. That is to 

say, if Pr(t) and qr(t) are solutions to Hamilton's equations, 
then 

Pa(q(t ),t) = Pa(q(O),O), 

Q a(q(t ),t ) = Q a(q(O),O), 

!!... [t/J(q(t ),t )] = L (q(t ),q(t ),t ). 
dt 

(3.2) 

Although P a and Q a are constant along the trajectories, 
they must not be thought of as "constants of motion" in the 
usual sense of the term as they are not phase space functions 
but configuration space functions. 

IV. SYMMETRIES AND CONSTANTS OF MOTION 

Given a solution 1r(q,t) ofEqs. (3.1) one can effect on it a 
canonical transformation (as described in Sec. II) to give 
1r'(q,t). Here we discuss under what conditions 1r'(q,t) is also 
a solution. IfG (p,q,t) is the phase space function which gen
erates the transformation, a sufficient condition is that the 
effect of two successive transformations generated by G and 
H is the same regardless of the order in which they are ap
plied. This diagram makes matters clearer: 

EG(t + Dt) 

1r(t + 8t) ~ 1r'(t + 8t) 

-DtHt 
EG(t). 

-DtHt 
(4.1) 

1r(t) ~ 1r'(t) 

With each ofthe1r's occurring in (4.1) one can associate 
an n-dimensional surface in phase space which may be de
scribed by the vanishing of n independent phase space func
tions <PJp,q), ()' = l· .. n. The effect of canonical transforma
tions on such functions has been discussed in Sec. 1 to first 
order in infinitesimals. Here it is necessary to keep terms up 
to the second order in infinitesimals E and 8t jointly. Com
puting <p ~(p,q,t + /)[ ) [corresponding to 1r' (t + 8t)] by the 
clockwise route in (4.1) gives 

<p '(t + 8t) = <p (t + 8t) - E( G (t + /)[ ),<p (t + /)[) I 
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(4.2) 
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where the index ()' has been dropped and 

/)[2 
<p (t + 8t) = <p (t ) + 8t [H,<p (t ) I + - (H, I H,cp (t ) II· 

2 
(4.3) 

This gives 

cp ~(t + 8t) = cp (t) - EI G,<p 1+ Ot IH,cp I 
E2 /)[ 2 

+ 2IG,IG,cp J 1+ T1H,IH,cp I I 

- EOt I G,IH,cp J I - e8t { ~~ ,cp }, (4.4) 

where c denotes that this has been evaluated following the 
clockwise route. All time arguments on the r.h.s. of 4.4 are t. 
Likewise, following the anticlockwise route, 

cp ~(t + 8t) 

/)[2 
=<p(t)+8t(H,cpl-eIG,cpl + T1H,IH,cpJJ 

e2 

+ -I G,I G,cp J J - e8t IH,I G,cp J J. (4.5) 
2 

The difference between the two is given by 

cp ;.(t + Ot) - cp ~(t + St) 

= -e8t[[G,[H,cpll + IH,[cp,Gll + {~~,cp}]. 
(4.6) 

Use of Jacobi's identity in (4.6) gives 

cp ;(t + 8t) - cp ~(t + 8t) = - E8t { I G,H I + ~~ ,cp }, 

(4.7) 

which can be written with the aid of the phase space function 

A = 5GHI aG 
t, + at (4.8) 

as 

q:<(t + 8t) - cp ~(t + 8t) = - E8t [A,cp I, (4.9) 

which is the change in CPa(p,q,t) due to a canonical transfor
mation generated by A (p,q,t). This might have been expect
ed, save for the explicit time dependence of G (p,q,t), from 
the BCH formula4 for the composition of canonical transfor
mations. In all of the above we have dealt with the effect of 
canonical transformations not on the Clebsch potentials 
themselves but on the underlying phase space structures. We 
can of course apply the transformations to the Clebsch po
tentials directly. This involves some algebra and yields the 
same result. In terms of Clebsch potentials, (4.9) may be 
written (save for a pure gauge) as 

(4.10) 

where the rhs is a symbolic notation for the change in 1r(t) 
due to a canonical transformation generated by A (p,q,t ) [see 
Eqs. (2.8)]. 

If G is a constant of motion, A from its definition is zero. 
It then follows from (4.10) that the route followed in evaluat
ing1r'( t + 8t) is immaterial and so 1r'(q,t ) is also asolution of 
the G HJ equations. Thus a constant of motion can be used to 
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map the manifold of solutions onto itself. If the surface de
scribed by the vanishing of tpip,q,t) is an eigensurface of G 
then the new solution is Clebsch gauge related to the old one. 
Note in this context that since G is a constant of motion its 
eigensurfaces remain eigensurfaces under time evolution. 
Thus the two solutions are Uthe same" or distinct for all 
times. 

ConverselyletG (p,q,t )bea phase space function which 
generates a transformation which takes every solution of 
Eqs. (3.1) onto another such solution. Then the difference 
1T; (t + t5t) - 1T~ (t + t5t) in (4.10) must be a pure gauge. This 
means that the surface described by the vanishing of tp (T 

(p,q,t) must be an eigensurface of A. Thus every n-dimen
sional surface parametrizeable by q must be invariant under 
the transformation generated by A. Since any point in phase 
space can be thought of as the intersection of two such sur
faces, the transformation generated by A must take every 
point into itself. A must therefore be a pure function of time 
which can in fact be set to zero after a harmless redefinition 
of G. Thus, G is a constant of motion. 

V. CONCLUSION 

A distinctive feature of the Hamilton-Jacobi form of 
dynamics is its grouping together of separate phase space 
trajectories into families. 7 Thus one solution of the H-J 
equation corresponds to an entire family of solutions of 
Hamilton's equations constructed in a special way. It is en
lightening to view the generalizations of Rund and Baumeis
ter in this context. The generalizations result in greater free
dom in the manner in which families are to be constructed. 
Thus, solutions of the generalized Hamilton-Jacobi equa
tions correspond to a larger set of families of phase space 
trajectories than do solutions ofthe Hamilton-Jacobi 
equation. 

The form of the theory as put forward here is essentially 
the same as Baumeister's. However the considerations that 
lead to the generalized H-J equations in Ref. 2 are different, 
being analytic and mainly concerned with configuration 
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space. The Eqs. (3.1) are identical in content to the corre
sponding ones of Ref. 2 but they differ in viewpoint and in 
emphasis. 

This discussion of generalized H-J theory parallels 
closely Mukunda's discussion ofH-J theory. Geometrical 
ideas like the association of phase space surfaces with solu
tions of the H-J equations have come over whole into the 
generalized theory. However the surfaces under consider
ation in Ref. 3 are a more restricted class since it was as
sumed there that they have zero symplectic rank. This as
sumption has been dropped in the passage from the usual to 
the generalized theory. As had better be true, the consider
ations in this article agree with those of Ref. 3 for the case of 
surfaces with vanishing symplectic rank. It is remarked in 
Ref. 3 that the discussion has been implicitly restricted to 
local properties of phase space. This remark would seem to 
apply here too. While understanding such limitations of the 
method, we feel that the phase space approach to generalized 
H-J theory is a useful and enlightening one. 
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The electromagnetic eigenfields for the region bounded by two concentric spheres are discussed 
and compared with the corresponding eigenfields of a spherical cavity. These characteristic fields 
are the solenoidal and irrotational muItipole solutions of the vector Helmholtz equation that 
satisfy the source-free boundary conditions. They constitute a complete set for the expansion of 
an arbitrary, square-integrable electromagnetic field, which may be generated by surface and 
volume sources. The frequencies of the solenoidal and irrotational eigenfields for the annular 
region are analyzed as functions of the radius ratio, a = r/r2 (r, < r2 = constant), of the two 
concentric spheres. The results are illustrated by graphs and tables. Two relations obtained by 
applying the implicit function theorem to the transcendental eigenfrequency equations are also 
derived by calculating the work performed against the radiation pressure as the electromagnetic 
field is compressed adiabatically. The multipole fields are expressed in terms of vector spherical 
harmonics and vector spherical mUltipoles. Two formulas for the reduction of vector products of 
multipole fields to sums of vector spherical harmonics are derived. 

INTRODUCTION AND SUMMARY 

In a finite space region with well-defined, but not neces
sarily perfectly conducting boundary surfaces, a square-inte
grable electromagnetic field can be expanded in terms of the 
(solenoidal and irrotational) eigenvector fields of the bound
ed region. '-5 These eigenvector fields. referred to as cavity 
modes, are the solutions of the vector Helmholtz equation 
that satisfy certain boundary conditions. In this communica
tion we consider two types of finite regions, a cavity bounded 
by a single sphere and a cavity bounded by two concentric 
spheres, with emphasis on the latter type of domain. As the 
eigenvector fields of these (spherically symmetric) domains 
we take the solenoidal and irrotational multipole solutions6

,7 

of the boundary value problems consisting of the vector 
Helmholtz equation and the requirements that the tangen
tial components of an electric multi pole vector and the nor
mal component of a magnetic multi pole vector vanish at the 
boundary. These boundary conditions are satisfied by an 
electromagnetic field on a perfectly conducting surface. Al
though the multipole eigenvectors satisfy these ideal bound
ary conditions, they constitute a complete basis for electro
magnetic field expansions even if the actual boundary 
surfaces are not perfectly conducting. I

-' This property of the 
eigenvectors is essential, since in a bounded domain an elec
tromagnetic field may be generated not only by charge and 
current distributions within the domain, but also by surface 
sources on the boundary (e.g., waveguide openings); further
more, an electromagnetic field may be attenuated through 
imperfectly conducting boundary surfaces. The solenoidal 
modes are also called normal modes because they represent 
the characteristic electromagnetic oscillations of an isolated 
(no surface or volume sources) cavity, 

"Work performed under the auspices of the U.S. Department of Energy by 
the Lawrence Livermore Laboratory under contract number W-740S
ENG-4R. 

Three physical systems which may be idealized as elec
tromagnetic field domains bounded by two concentric 
spheres are (1) a spherical microwave cavity which is partial
ly filled with a central plasma,8-10 (2) the cavity bounded by 
the surface of the earth and by the ionosphere (in this cavity 
the so-called Schuhmann resonances I I may be excited), (3) 
pulsar cavity radiation in the region between the surface of a 
rotating magnetic neutron star and the radiation-plasma 
interface. 12 

Normal mode frequencies for the cavity domain of the 
first system were calculated and measured by Boyen et al. I.' 

In the part of their work dealing with a cold uniform central 
plasma, these authors assume that the cavity shell is a perfect 
conductor and that the tangential components ofthe electric 
and magnetic field vectors are continuous across the plasma 
boundary surface. Their results are displayed as graphs. The 
same boundary conditions were used in Ref. 14 in order to 
compute tables of normal mode frequencies for the region 
bounded by a spherical cavity shell and the surface of a cen
tral, nontransparent plasma core, characterized by a nega
tive dielectric constant. 

In Sec, I the solenoidal and irrotational mUltipole solu
tions of the vector Helmholtz equation are derived from the 
muJtipole solutions of the scalar Helmholtz equation. The 
vector muItipole solutions are expressed in terms of vector 
spherical harmonics and vector spherical multipoles. I' Sec
tion 2 contains the construction of the solenoidal and irrota
tional characteristic multipole fields (modes) for the cavity 
fl,,,, bounded by the sphere I' = r(l' and for the cavity 
fl (I'I ,1'2)' bounded by the concentric spheres r = 1'1 and 
I' = r2 (1'1 < r2 ). As shown in Sec. I, there are no solenoidal 
fields of multipole order zero. Irrotational (oscillatory) 
modes of multipole order zero can exist in fl,,, as an electric 
or as a magnetic field, in fl (1'1,1'2)' however, only as a mag
netic field. On the other hand, an electrostatic field can exist 
only ill fl (I', ,f',), since only for this cavity is the boundary 
not singly connected. A magnetostatic field can exist neither 
in fl." nor in fl (r, .1'., l. since both domains are simply con-
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nected. For either cavity, the frequency spectrum of the 
transverse electric solenoidal modes is identical with the fre
quency spectrum of the irrotational electric modes whose 
multi pole orders are not zero. Furthermore, for either cav
ity, the frequencies of the irrotational magnetic mode of mul
tipole order zero are equal to the frequencies of the irrota
tional electric mode (and therefore also of the transverse 
electric solenoidal mode) of multi pole order one. The fre
quencies of the solenoidal and irrotational modes of 
fl (r 1 ,r 2) are functions of the ratio parameter a = r 1 I r 2' A 
discussion of these functional dependencies for r2 = con
stant and 0< a < 1 is the subject of Sec. 3. The following 
features emerge: (1) All the eigenfrequencies of the trans
verse electric (solenoidal) and electric irrotational modes in
crease monotonically with a. (2) For each muItipole order 1 
(l = 1,2,.··), the smallest frequency of a transverse magnetic 
(solenoidal) mode and the smallest frequency of a magnetic 
irrotational mode decrease monotonically as a increases in 
the open interval (0,1), both circular eigenfrequencies tend
ing towards the minimum value (elrl ) [I (I + 1) ]1/2 as a 
approaches unity. (3) All the other frequencies of the trans
verse magnetic (solenoidal) modes, and of the magnetic irro
tational modes, each have a minimum for some value of a in 
the open interval (0,1). (4) For particular values of a certain 
frequencies that belong to different multi pole eigenvectors 
coincide, thus giving rise to mode-crossing degeneracies. 
Transitions between degenerate modes, referred to as mode 
instabilities may be induced by surface currents. Numerical 
values of roots of the transcendental equations which deter
mine the eigenfrequencies of the domain fl (rl ,r2 ), the mini
ma of some of these roots, and values of certain degenerate 
roots are tabulated in Refs. 16-18. Section 3 also contains 
graphs displaying mode-crossing degeneracies as intersec
tions of curves that represent these roots as functions of a. 
When multiplied by c!r2 , these roots are equal to the circular 
eigenfrequencies. Some of the analytic results of Sec. 3, 
whose derivation is based On the implicit function theorem, 
are derived in Sec. 4 by calculating the work performed 
against the radiation pressure if the electromagnetic field in 
fl (r\ ,r2 ) is compressed adiabatically. The force exerted on 
the boundary by the field of a normal mode is positive (in the 
direction of the outward normal) only when the correspond
ing frequency increases with increasing a. The Poynting vec
tor, the momentum density, and the angular momentum 
density of an electromagnetic radiation field can be ex
pressed as sums of vector spherical harmonics by means of 
two formulas that are derived in the Appendix. 

Electromagnetic field expansions in terms of the solen
oidal and irrotational multipole eigenvectors, constructed in 
Sec. 2, are not uniformly convergent on a boundary which 
carries surface sources. Term-by-term differentiation of the 
field expansions are then not permissibleY 

For the expansion of an electromagnetic field generated 
by boundary surface sources alone, it may not be necessary 
to invoke irrotational modes, provided that the normal 
modes satisfy the boundary conditions that conform to these 
surface sources (rather than the boundary conditions for a 
perfectly conducting surface). This was demonstrated by 
Schelkunofr' for a rectangular cavity. 
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1. THE MULTIPOLE SOLUTIONS OF THE VECTOR 
HELMHOLTZ EQUATION 

The homogeneous wave equation for a vector field 
Y(t,x) with harmonic time dependence, 

Y(t,x) = re[F(x)e- iM ] = ![F(x)e-i<Ut + F*(x)eifu
'] , (1.1) 

reduces to the vector Helmholtz equation 

(V2 + k2)F(x) = 0, (1.2) 

where the wave number k is assumed to be constant. In 
spherical coordinates, x = (r,e,rp ), three independent solu
tions of (1.2) are' 

F-O)(r,e,rp) = (Ilk )Vt/J(r,e,rp ) , 

F-l)(r,e,rp) = rxV1/t(r,e,rp ) = - Vx [r1/t(r,e,rp)] , 

F(2\r,e,rp) = - (11k )VXVX [r1/t(r,e,rp)] , 

(l.3a) 

(l.3b) 

(l.3c) 

where 1/t is a solution of the scalar Helmholtz equation 

(V2 + k 2)1/t(r,e,rp) = 0 . (1.4) 

The vector field (1.3a) is irrotational, 

VXF-°) = ° , (1.5) 

while the vector fields (l.3b) and l.3c) are solenoidal, 

V·F(I) = 0, V·F-2
) = ° . (1.6) 

The vectors (l.3a) and (l.3b) are perpendicular, 

(1. 7) 

From (1.4) it is immediated that (l.3a) is a solution of(1.2), 
and that 

V·F-°) = - k1/t. 

The vector fields (l.3b) and (l.3c) are related by 

VXF- I
) = k F-2

) • 

VXF-2) = k F- 1) • 

From (1.9) follows 

- VXVXF-,T) + k 2F-a) = 0, a = 1,2. 

(1.8) 

(1.9a) 

(1.9b) 

(1.10) 

By virtue of (1.6), the two equations (1.10) imply that (1. 3b) 
and (l.3c) are solutions of (1.2). The substitutions 

(Ula) 

, a,a' = 1,2, a' #a 
F-a)=(VE)E } 

F-0.') = i(V,u)H (1. 11 b) 

k = (VE,u)(W!c) (U1c) 

transform the reduced Maxwell equations (1.9) into the ordi
nary Maxwell equations for the electric field E and the mag
netic field H in a source-free domain characterized by the 
dielectric and magnetic permeabilities E and,u. The multi
pole solution to (1.4) of order (I,m), 

1=0,1,2, ... , m= -1,-1+ 1,. .. ,1. 

which is regular on the unit sphere, 

./'2 = [0< 8< 1T,O<rp < 21T I ' 
can be expressed as 

1/tlm (r,8,rp) = sl(kr )Ylm (8,rp) , 

where 

Arno D. Steiger 

(1.12) 

(1.14) 
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withj/ and n/ denoting spherical Bessel functions of the first 
and second kind. The constants C/ and D/ are determined by 
normalization and boundary conditions; D/ = 0, if the radial 
domain contains the point r = 0, where the function n/ is 
singular. The spherical harmonics, Y/m (O,tjJ ), are normal
ized such thatll 

f d (O,tjJ )Y~m' (O,tjJ )Y/m(O,tjJ) = o/./om·m , 

where 

f d (O,tjJ ) ... = IT sinO dO f1T dtjJ .. • . 

(1.15) 

(1.16) 

In accordance with the definitions (1.3), the scalar multipole 
solutions (1.13) generate the vector multi pole fields 

F)r;!,(r,O,tjJ) = (1Ik)VI/J/m(r,O,tjJ) , 

F)~(r,O,tjJ) = rX VI/J/m (r,O,tjJ ), 

F);). (r,O,tjJ ) = (1Ik)V X [rXVI/J/m (r,O,tjJ )] , 

(1.17a) 

(1.17b) 

(1.17c) 

which are solutions of (1.2). As the functions (1.13) consti
tute a complete set for the expansion of a solution to (1.4), 
the three types of vector multi pole fields (1.17) are three 
independent complete sets for the expansions of the corre
sponding three linearly independent vector fields (1.3). With 
the normalization (1.15) of the spherical harmonics, it fol
lows from (1.13), (1.14), and (1.17a) that (with er = rlr) 

F(O) _ 1 ( d r (k ») 
00 - V41T d(kr) ~o r e r 

= __ 1_ [C~I(kr)+Donl(kr)]er' 
V41T 

(1.18a) 

Since the operator r X V does not act on the radial coordi
nate, (1.17b) and (1.17c) imply that 

(1.18b) 

and 

F~ = O. (1.18c) 

The expressions (1.17) involve complex vector fields on 
the unit sphere y2. In the Hilbert space, JY'(y2), of these 
vector fields, the inner product is defined by 

(~,l\1) = f d (O,tjJ )~*(O,tjJ )-l\1(O,tjJ ) . (1.19) 

A set of orthonormal basis vectors in JY'(y2) which trans
form according to the irreducible unitary representations of 
the three-dimensional rotation group are the vector spheri
cal harmonics 

(1.20) 
Il,7 

The spherical basis vectors, €r' are related to the Cartesian 
unit vectors ex ,ey ,ez by the equations 

C

r 

__ {=F(lIV2)(ex ± iey), if 7 = ± I , 
" (1.21) 

ez • if 7 = o. 
Therefore, 

€~ = ( - IY€ .. T , (1.22) 

and 

(1.23) 

62 J. Math. Phys .. Vol. 21. No.1, January 1980 

From (1.15), (1.23), and the orthogonality of the Clebsch
Gordan (CG) transformation it follows that 

('?Y';;j, ,'?Ylj) = o/./OjjOm·m . (1.24) 

On account of (1.22), 

Y! (O,tjJ) = ( - If lJ. -I' (O,tjJ) 

and 

(jfLI71/m) = (- 1) -j - I + / (j, - fLI, - 71/, - m) , 

the following relation holds for the complex conjugate vec
tor spherical harmonics: 

(1.25) 

The scalar and the vector components of expression (1.20) 
normal to the unit sphere are given by 

(1.26) 

The relation (1.26) can be derived by expressing the unit 
vector er = rlrin terms of the spherical basis vectors (1.21), 

( 
41T )1/2 

e r = -3- ~ YIp (O,tjJ )€p , 0.27) 

and by reducing products of the spherical harmonics YIp 
and lJjl by means of the CG transformation. From (1.26) it is 
immediate that '?Y'f! is tangent to the unit sphere, 

(1.28) 

whereas?Yr, + I and '?Yt,- I have radial as well as tangential 
components. The representations in terms of vector spheri
cal harmonics of the multipole fields (1.17) are [Eqs. (B 11), 
(AI4), (B5), and (B.14) of Ref. 8] 

Fir;!, (r,O,tjJ ) 
= [11(21 + 1 y/2][ (l + 1 )1!2s, + I (kr )'?Y7.l + I (O,tjJ ) 

+ (vi) S,- I (kr)'?Y7.l_1 (O,tjJ)] , 

F)~(r,O,tjJ) = i[1 (l + 1)] 1/2s,(kr )'?Yr,(O,tjJ) , 

and 

F\;). (r,O,tjJ ) 
= [11(21 + 1)1/2][1 (l + 1) 1/2s/ + I (kr )'?Y7.l + I (O,tjJ) 

(1.29a) 

(1.29b) 

- (l + 1)( V I )S, .. I (kr )'?Y7.l_ I (O,tjJ )] , (1.29c) 

where 

(1.29d) 

The Poynting vector of the radiation field (1.11) can be de
composed into multi pole vector fields, i.e., into components 
transforming according to unitary irreducible representa
tions of the three-dimensional rotation group, by means of 
formula (A4). This formula reduces the vector product of 
two vector spherical harmonics to a sum of vector spherical 
harmonics. A multipole decomposition of the angular mo
mentum density of the radiation field (1.11) can be obtained 
by means of the triple vector product reduction (A 7). In the 
Hilbert space JY'(y2) with the inner product (1.19) the vec
tor spherical harmonics (1.20) are orthonormal, as is implied 
by (1.24). In the three-dimensional (complex) vector space V" spanned by the spherical unit vectors (1.21), however, 
the three linearly independent vector spherical harmonics 
?Yt, ,&;:~ f I' '(71 75 .. I do not constitute an orthogonal set, 
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since [Eq. (A2) of Ref. 15 implies that] 

'lY71·'IY;'J ± I = 0, 'IY'(j + I .'IY'(j _ 1=#=0. 

On the other hand, the vector spherical muItipoles 

X~~)(e,¢) = erY/m(e,¢), 

x~::)(e,¢) = [/ (/ + 1)] - 1/2(1Iz)rXVY/m (e,¢) , 

Xi!)(e,¢) = - ie r xXi::)(e,¢) 

= [/ (/ + 1)] - 1/2rVY/m (e,¢) , 

(1.30) 

(1.31a) 

(1.31b) 

(1.3lc) 

which are referred to as longitudinal, transverse magnetic, 
and transverse electric, obviously constitute an orthogonal 
vector set in V 3. The connections between the vector spheri
cal muItipoles and the vector spherical harmonics are" 

Xi~)(e,¢) = (21 + 1)-1I2[(l)l!2'IY'(j_1 (e,¢) 

- (l + 1)1I2'IY'(j + I (e,¢),] 

Xi:: )(e,¢ ) = 'lY71(e,¢ ) , 

Xi!)(e,¢) = (21 + 1) - 112 [(l + VI2'IY'(j _ I (e,¢) 

+ (l)1/2'IY'(j+I(e,¢)] . 

(1.32a) 

(1.32b) 

(1.32c) 

The relation (1.32b) is an immediate consequence of(1.17b), 
(1.29b), and (1.3lb). The relations (1.32a) and (1.32c) can be 
derived from the definitions (1.31a) and (1.3lc) by using 
Eqs. (BIO) and (BII) of Ref. 8. From (1.24) and (1.32) it is 
evident that the vector spherical muItipoles are orthonormal 
with respect to the inner product, Eq. (1.19), in K(.5"2), 
namely 

<X)':;~"Xi:;/) = o/'mom'moa',,,, u',u = L,M,E. (1.33) 

The corresponding scalar product in V 3 is given by Eq. (26) 
of Ref. 15. By replacing in (1.29) the vector spherical har
monics by the vector spherical multipoles, in accordance 
with the relations (1.32), one obtains a decomposition of the 
multipole solutions (1,17) into radial and tangential compo
nents (namely, into parts normal and tangent to a sphere), 

(F):~)II = (21 + 1) I [/s/- I (kr) 

- (l + I) S/ + I (kr) ]Xi~)(e,¢), 
(F):;;)1 = [I (I + 1)] II2(kr) - Is/(kr )Xi!)(e,¢), 

(F),~~ )11 = ° , 
(F),~) I = i [I (I + 1)] I12s/(kr )Xi;;;)(e,¢) , 

(F)~; )11 = - 1(/+ 1 )(kr) - Is/(kr )Xi!;)(e,¢ ) , 

(F);~)1 =(2/+ 1) 1[/(/+ 1)]1/2[/s/+I(kr) 

- (/ + I)S/ I (kr) ]Xi!)(e,¢) . 

(1.34a) 

(1.34b) 

(1.34c) 

These relations facilitate the evaluation of the Maxwell 
stresses exerted by the fields (1.17) on a spherical surface. 
From (1.34a) and (1.34b) it is obvious that the orthogonality 
(1.7) is ensured by the orthogonality of the vector spherical 
multipoles. 

2. THE MUL TIPOLE FIELDS IN A BOUNDED DOMAIN 

Each of the solutions (1.3) of the vector Helmholtz 
equation, (1.2), are now assumed to exist in a bounded do
main, fl, and to satisfy one of the two homogeneous bound
ary conditionsl-S 
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nxf'<i) = ° (i = 0,1,2) on ~ (2.1) 

or 

n·f'<i} = ° (i = 0,1,2) on ~ , (2.2) 

where the boundary ~ consists of one or several closed sur
faces, and where n denotes the unit normal to~. Together, 
(2.1) and (2.2) imply that there are no surface sources on~. 
On a perfectly conducting boundary (ideal cavity shell), the 
tangential components of the electric field, ~~)' vanishes in 
accordance with (2.1), while the normal component of the 
magnetic field, ~Z)' vanishes in accordance with (2.2). The 
irrotational field (1.3a) satisfies (2.1) ifits generating func
tion t/J, which is a solution of (1.4), satisfies the boundary 
condition 

t/J = const on ~ . (2.3) 

If the wave number k in (1.4) is different from zero, the 
constant in (2.3) may be chosen as zero: 

t/J = 0 on ~, if k=#=O . (2.4) 

On account of (1.8), the boundary condition (2.4) implies 
that (1.3a) satisfies 

V·f'<°) = 0 on ~ , (2.5) 

in addition to (2.1). The boundary condition (2.2) for (1.3a) 
is equivalent to 

n·Vt/J=O on~. (2.6) 

The relations (1.9) imply that the solenoidal fields 
(1.3b) and (1.3c) cannot independently satisfy the boundary 
conditions (2.1) and (2.2), i.e., if (1.3b) [(1.3c)] is subject to 
(2.1), then (1.3c) [(1.3b)] satisfies (2.2). From the spherical 
coordinate representation of the curl operator appearing in 
(1.3b) and in (1.3c) it follows that on a spherical boundary 
surface of radius ro ,.5"~o' the conditions (2.1) and (2.2) are 
satisfied by (1.3b) and (1.3c), respectively, when 

t/J= 0 on .5";0' (2.7) 

and by (1.3c) and (1.3b), respectively, when 

J (rt/J) = 0 on.5";. 
Jr 0 

(2.8) 

On .5";", the condition (2.4) is obviously identical with 
(2.7), and (2.6) becomes 

Jt/J = ° on .5"r2 . 
Jr " 

(2.9) 

If the generating function t/J is identified with the multi
pole solution (1.13) of the scalar Helmholtz equation, (1.4), 
the boundary conditions (2.7), (2.8), and (2.9) reduce to 

s/(kro ) = 0, (2.10) 

[Cd Idr )(rs/(kr» ]r~ Y" = 0, (2.11) 

and 

[Cd Idr )S/(kr) ]Y~ Y" = 0, (2.12) 

respectively, where s/ is defined by (1.14). For the multi pole 
fields (1.17), the boundary conditions (2.1) and (2.2) are im
plied by (2.10), (2.11), and (2.12). In particular, the bound
ary conditions 

(2.13) 
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and 

nXF)!; = o} on y2 
n.F)~ = ° r" 

(2.14) 

are consequences of (2.10), while it follows from (2.11) that 

nXF)~=o} 
n·F):'; = ° 

and from (2.12) that 

n·F)?~ = ° on Y;" 

(2.15) 

(2.16) 

If the field domain fl = fl 'u is the cavity bounded by Y;o' 
the boundary conditions (2.10), (2.11), and (2.12) hold for 

s/(kr) = CJ,(kr), (2.17) 

in accordance with the comment following the definition 
(1.14). These three boundary conditions are then the eigen
value equations whose roots determine three denumerably 
infinite sequences of characteristic wavenumbers [and by 
( 1.11 c) of characteristic frequencies] of the cavity domain 
fl,o' Since 

Mze tn1Ti) = em'lTli/(z), (I,m = 0,1,2, ... ) (2.18) 

all three eigenvalue equations are invariant under the trans
formation k-+ - k, which means that only positive roots 
(k > 0) need be considered. With (2.17), one obtains from 
(2.10)-(2.12) 

i,(A) = 0: (2.19a) 

A'n = rOk ,n , A"n + 1 >A,.n, n = 1,2,00', (2. 19b) 

lJl + 1 (77) = (I + 1 li, - 1 (77) : (2.20a) 

77ln = rok In' 77/,n + 1 > nl,n' n = 1,2, ... , (2.20b) 

and 

(I + l)i, + 1 (fL) = lJl- 1 (fL): (2.21a) 

fLln = rok ;~, fLl,n + 1 > ILI,n' n = 1,2 .... (2.21b) 

If the solenoidal multipole fields (1. 17b) and (1. 17c) are 
subject to the boundary conditions (2.14) [(2.15)], they con
stitute the transverse electric (TE) [transverse magnetic 
(TM)] normal modes of the ideal cavity resonator bounded 
by the (perfectly conducting) spherical shell of radius ro, 
provided that the radial dependence of the generating multi
pole function (1.13) is given by (2.17). In accordance with 
(1,11), the electric and the magnetic vector are 

E~~ = (vi E)Fi!?n'm , 

H;,!, = i( vi fL )Fmnlm , 

for the TEn'm mode, and 

E~t:. = (vi E)Fi~\n'm , 

H~t:. = i( vi fL )Fi~\n'm , 

for the TMnim mode. 
Here, 

Fi!5n'm = rXVtP(g)nlm (g = e,h) , 
~2) _ (k (g» - IVX~I) (g)nlm - In (g)nlm , 

and 
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(2.22a) 

(2.22b) 

(2.23a) 

(2.23b) 

(2. 24a) 

(2.24b) 

tP(g)nlm = C ~~JI (k Wr ) Ylm «(),cp ) , (2.25) 

where k ~~) = kin is defined by (2.19), and k i~) = k ;n by 
(2.20). 

The normal modes (2.22) and (2.23) are the/ree electro
magnetic oscillations of an isolated spherical cavity. These 
oscillations exist for the multipole orders specified by (1.12) 
with the restriction 1=1=0, as is evident from (1.18b) and 
(U8c). For the description offorced electromagnetic oscil
lations in the cavity it is necessary to add to the normal 
modes the irrotational eigensolutions of the boundary value 
problems consisting of (1.2) and (2.13) or of(1.2) and (2.16). 
The boundary condition (2.13) defines for the cavity bound
ed by the perfectly conducting shell Y;" the irrotational 
electric eigenvectors 

Fi~in'tn = (lIk ,n )VtP(e)n'm , (2.26) 

while (2.16) defines the irrotational magnetic eigenvectors 

F(OI - (1 /k " )V·I.(O) 
(h Inlm - In 'i'(h )nlm , (2.27) 

with 

tPl~\nlm = C;~·oJ/(k ;~ r )Ylm «(),cp ) , (2.28) 

where k ;:, is determined by (2.21). 
If the boundary I of the field domain fl consists of two 

concentric spheres, 

I(r l ,r2 ) = Y;, + Y;, (rl <r2 ), 

fl (r1 ,r2) = fl,., - flr, ' 

the boundary conditions (2.10), (2.11), and (2.12) can be 
satisfied on I (rl ,r2 ) by the radial function (1.14) with CI=I=0 
andD,=I=0, 

S{(kr l ) = S{(kr2 ) = 0, (2.29) 

[(d / dr )(rSI (kr » lr = ',.r, = ° , (2.30) 

and 

(2.31) 

Substitution of (1.14) in (2.29)-(2.31) yields the following 
eigenvalue equations, whose roots A, 77, and fL can be consid
ered as functions of the parameter: 

a r l /r2 (O<a<I), 
where 

A,77,fL = kr2 : 

i{(aA )n{(A ) = i{(A )n{(aA ) , 

s{(a77)t{(77) = s{(77)t{(a77), 

s{(z) (d /dz)[zMz)], t{(z) (d /dz)[zn{(z)] , 

and 

v{(afL)WI(fL) = VI(fL)w,(afL), 

v{(z) = (d /dzli{(z), w{(z) = (d /dz)n{(z) . 

(2.32) 

(2.33) 

(2.34) 

(2.35a) 

(2.35b) 

(2.36a) 

(2.36b) 

The equations (2.34), (2.35a), and (2.36a) are invariant un
der the transformations ,.1,- - A, 77- - 77, and fL---» - fL, re
spectively; this follows from (2.18) and from 

n{(ze tn7T) = (- 1ynem{rrin{(z) (I,m = 0,1,2,···). 

Therefore, only positive roots need be considered in a discus
sion of the eigenvalue spectra defined by (2.34), (2.35), and 
(2.36), 
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and 

Aln (a) = r2 kin (a), n = 1,2 ... , 

AI•n + t (a) > AI•n (a) , 

17ln(a) = r2k in (a), n = 1,2, ... , 

171.n+ t(a»17 In (a) , 

Illn(a) = r2k ;~(a), n = 1,2, .. ·, 

IlI.n + t (a) > !ll.n (a) . 

(2.37) 

(2.38) 

(2.39) 

The normal modes of a cavity bounded by two concentric 
spherical shells of infinite conductivity are described by the 
fields (2.22) and (2.23) if the generating multipole function 
in (2.24) is given by 

tP(g)nlm = C~) [iJ(k ~)r ) + ~)nl (k ~)r )] Ylm (8,1,6 ) (2.40) 

(g = e,h), 

where with (2.34) and (2.37) 

k )~) = kin (a) = Aln (a)lr2 , 

r1~) = - MAln)!nl(A ln ) 

and where with (2.35) and (2.38) 

k)~)=k;n(a)=1J'n(a)lr2 , 

r1~) = - S/(1Jln)ltl1Jln) . 

(2.41a) 

(2.41b) 

(2.42a) 

(2.42b) 

With the generating multi pole function (2.40) the solenoidal 
eigenvectors (2.22) and (2.23) satisfy on~ (r t ,r2 ) the bound
ary conditions (2.14) and (2.15), respectively. The irrota
tional electric eigenvector (2.26) satisfies on ~ (rt ,r2 ) the 
boundary condition (2.13) with the eigenvalue kin and the 
generating multipole function tP(e)nlm defined by (2.40) and 
(2.41). The irrotational magnetic eigenvector (2.27) satisfies 
on ~ (r t ,r2 ) the boundary condition (2.16) ifits generating 
multi pole function, tPi~\nlm' is given by 

tPi~\n'm = C )~,D) V/(k ;~ r) + r1~.O)nl(k ;~ r)] Ylm (0,1,6 ) , (2.43) 

where with (2.36) and (2.39) 

k ;~ (a) = Illn (a)/r2 , 

r1~'O) = - vl{flln)!WJPln)' 

(2.44a) 

(2.44b) 

Since the boundary ~ (rl ,r2 ) consists of two separate 
surfaces (spherical capacitor), a zero frequency (k = 0) elec
tric field, 

E(O) = - V<P = - [d<P(r)/drle, (2.45) 

may exist which by (1.2) is a solution to the Laplace equation 
for the domain fl (rl ,r2 ). On ~ (rl ,r2) the irrotational field 
(2,45) satisfies the boundary condition (2.1) (but not the 
boundary condition (2.5)J ifits generating function, <P, is 
determined by the boundary value problem 

V 2<p = 0 in fl (rl ,r2 ) , 

<P = <PI = const on 5"';, ' 

<P = <P2 = const on 5"';, 
<PI *<P2 , 

(2.46) 

as is evident from (1.4) and (2.3). The solution to (2.46) is 
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<P = [1I(r2 - r t )] [(<PI - <P2)(rl r2lr) + r2 cP2 - rl <PI] . 
(2.47) 

The stationary electric field (2.45) can be expressed as a zero
order mUltipole field by virtue of the representations 

e, = - (V41T)~gl (8,1,6) (2.48a) 

or 

(2.48b) 

Equation (2.48a) follows from (1.20) and (1.27), while 
(2.48b) is an immediate consequence of (2.48a) and (l.32a). 

In the domain fl,o the zero-order multipole solution 
(1. 18a) ofthe vector Helmholtz equation (k rfO) is realizable 
as the irrotational electric field given by (2.26), (2.19), and 
(2.25) for I = 0, and as the irrotational magnetic field given 
by (2.27), (2.21), and (2.28) for I = 0, since the eigenvalue 
equations (2. 19a) and (2.21a) have both nontrivial solutions 
when I = O. In the domain n (rl ,r2 ), however, (1. 18a) can be 
realized only as the irrotational magnetic field given by 
(2.27), (2.36), (2.39), and (2.43) for 1= 0 since the eigenvalue 
equation (2.34), which also determines the characteristic fre
quencies of the irrotational electric fields (2.26), has no non
trivial solutions when I = 0. 20 The eigenvalue equation 
(2.21a) [(2.36)J for I = 0 is identical with the eigenvalue 
equation (2. 19a) [(2.34)J for I = 1, so thatllon =A ln 
(n = 1,2,. .. ). While the realizable fields of multi pole order 
zero are oscillatory electric and oscillatory magnetic in fl,o' 
they are stationary electric [Eqs. (2,45) and (2.48)] and oscil
latory magnetic in fl (r] ,r2 ). A stationary magnetic field can 
exist neither in fl,o' nor in n (r] ,r2 ), since both domains are 
simply connected. 1-5 

If the domain fl,., [n (rl ,r2)] contains neither charge 
nor current distributions and if the boundary 5"';. 
[~(r] ,r2 )] is free of surface sources [and if in (2.47) 
cP I = <P2 ], the solenoidal eigenfields (2.22) and (2.23) with 
the generating functions (2.25) [(2.40)] are a complete set of 
basis vectors for the expansion of an arbitrary electromag
netic field in fl 'u' [11 (rt ,r2 ) ]. However, if surface or volume 
sources are present, the solenoidal eigenfields are in general 
no longer a complete set of basis vectors. It is then necessary 
to add to the solenoidal eigenvectors the irrotational electric 
and magnetic eigenfields (2.26) and (2.27) with the generat
ing functions (2.25) for g = e and (2.28), in order to obtain a 
complete set of basis vectors in the domain fl ,.' In the do
main fl (rl ,r2 ) a complete set of basis vectors is obtained by 
supplementing the solenoidal eigenfields with the irrota
tional vectors (2.26) and (2.27), whose generating functions 
are given by (2.40) for g = e and by (2.43), and with the 
stationary electric field (2.45) if <PI rf cP2 • An electric field E 
and a magnetic field H in a domain fl whose boundary I 
carries surface sources cannot satisfy the boundary condi
tions (2.1) and (2.2) everywhere on~. Therefore, with sur
face sources on ~ the solenoidal eigenfields (2.22) and (2.23) 
(Le., the normal modes) do not constitute a complete set of 
basis vectors for the expansions of E and H even if there are 
no charge or current distributions in fl (i.e., even if divE = 0 
and divH = 0 in fl). Waveguide openings and absorbing 
boundary surfaces (imperfectly conducting cavity walls) are 
possible realizations of surface sources (or sinks). The do-
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main fl (rl ,r2) with imperfectly conducting inner boundary 
surface .5"';, is an idealization of the system consisting of an 
over-dense energy absorbing plasma core of radius r l at the 
~enter of a spherical microwave cavity of radius r 2 • An eigen
mode expansion of the microwave field containing the plas
ma core then involves the solenoidal as well as the irrota
tional eigenfields. 

Since the roots of the eigenvalue equations (2.19a), 
(2.20a), and (2.2Ia) [(2.34), (2.35), and (2.36)] do not depend 
on the multi pole index m(m = -I, -I + 1, ... ,/), the wave
numbers [and, by (1.IIc), the frequencies] of the solenoidal 
and irrotational eigenfields (2.22), (2.23), (2.26), and (2.27) 
of fl rn , [fl (rl ,r2)] are at least (21 + I)-fold. This multiplicity 
is referred to as azimuthal degeneracy of the eigenfrequen
cies. The coincidence of the frequencies of the multi pole 
fields (2.22) and (2.26), both determined by the roots of 
(2.19a) in fl rn , and by the roots of(2.34) in fl (rl ,r2 ), consti
tutes another type of eigenfrequency degeneracy. A third 
type of eigenfrequency degeneracy, caused by mode cross
ing, occurs in the domain n (rl ,r2) for certain values of the 
ratio parameter a = r l Ir2 • This degeneracy is discussed in 
the following section. 

3. THE EIGENFREQUENCIES OF THE CAVITY 0«(1'(2) 

AS FUNCTIONS OF THE RATIO (1/(2 

We now analyze the dependence of the roots A In of 
(2.34),7]ln of (2.35), and Illn of (2.36) on the continuous real 
parameter a whose domain is the open interval 
(0,1)= (a:O<a<Ij [see Ref. 17]. 

If Eq. (2.34) is written as 

FI(a,)., ) = 0 , (3.Ia) 

where 

then 

dA 

da 

For A = Aln the partial derivatives in (3.2) are 

(3.lb) 

(3.2) 

aFI I . . - = Aln Ul- I (aAln)nl(Aln) - h(Aln)n l __ I (aA ln )] aa A -A'n 

(3.3a) 

and 

aF'1 =a(j, l(aA'n)n,(A'n)-j,(A'n)n,_JaA'n)] aA A --A'n 

+ MaA'n)n,_ I (A ln ) - j, I (A'n)nl(aA'n)' 
(3.3b) 

Since Aln 7"=0 (/,n = 1,2,. .. ) and since the relation 

il . I (aA )nl(A ) - j,(A )n l I (aA ) = 0 

is incompatible with (3.1), it follows from (3.3a) that 

aFI I - _ #0 (O<a<I). aa A - A'n 

(3.4) 

The right-hand side of Eq. (3.3b) is different from zero for 
o < a < 1, and vanishes if and only if a = 1. Therefore, 

(3.5) 

66 J. Math. Phys., Vol. 21, No.1, January 1980 

which means that Aln is a monotonic function of a. This 
implies that if, 

Aln(a2»Aln(al) for a 2 >a l , (3.6) 

where a l and a 2 are in (0,1), then Aln(a) is monotonically 
increasing for 0 < a < 1. The roots A In given in Ref. 16 for 
1= 1(1)15 and n = 1(1)30 satisfy condition (3.6). Since 

aFI aFI 
lim- #0, lim- =0 
a-+I aa a~1 aA 

one has with condition (3.6) 

. dA ln 
hm-- = + 00. (3.7) 
a~1 da 

By virtue of (3.1) and the cross-product relation 

j, _ I (z)nl(z) - fI(z)n l _ I (z) = - Z2 , (3.8) 

it is possible to rewrite the expressions (3.3a) and (3.3b) as 

aFI I 2 -1-1 - = - (a Aln) 1'1 (a,}.,ln)' aa A=A'n 

aF I _I __ =A 1;;-2h(a,}.,ln) - a- I1'I-I(a,}.,ln)]' aA A-A'n 

where 

1'1 (a,)., ) = jl(aA )/fI(A) = nl(aA )lnl(A) . 

From (3.2) and (3.9) it is immediate that 

If (2.35) is written as 

G/(a,7]) = 0 , 

where 

then 

d7] 
-= 
da 

For 7] = 7]ln the partial derivatives in (3.12) are 

(3.9a) 

(3.9b) 

(3.9c) 

(3.10) 

(3. 11 a) 

(3.IIb) 

(3.12) 

aGI l-T =a- 27]1;;-1[/(/+I)-(a77InflPI-
I
(a,7]ln), 

aa 1) - "n (3.13a) 

aGI I =a- I7]I;;-2[/(/+ 1)-(a7]ln)2lPI-
I
(a,7]ln) 

a7] TJ = TI'n 

- 7J,;;- 2 [I (I + 1) - 7JTn lP/(a,7Jln), (3.13b) 

where 

p/(a,7]) = s/(a,7J)/s/(7J) = t l (a,7J)ltl (7J)· (3.13c) 

In the derivation of (3.13) the cross product relation (3.8) 
was used. Clearly, PI (a,7]) #0 andpl- 1(a,7J)#0. Since 
7Jln #0 (/,n = 1,2,. .. ), it follows from (3.12) and (3.13) that 

d7]ln 1da =0, O<a<1 (3.14) 

if and only if 

a7Jln = [l(/ + 1)]112. 

Furthermore, (3.12) and (3.13) imply that 

limd7J'llda= -[/(1+1)]1/2 
a .1 
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FIGS. 1 and 2. RootsAln ofEq. (2.34) and ""n ofEq. (2.35) represented as functions of a = r,/r, by solid and dashed curves, respectively. The circular 

eigenfrequencies of the transverse electric or the irrotational electric and of the transverse magnetic multipole fields in f1 (r, ,r,) are Win = (elr, )04.1" and OJln 

= (elr, )""n' respectively. 

if 

lim 1711 = [l (l + 1)] 1/2 , (3.17) 
a-I 

and 

lim d17ln1da = 00 (n> 1) (3.18) 
a-I 

if (3.17) does not hold. The relation (3.16) was derived by 
means ofl'Hospital's rule. The index n = 1 is assigned to the 
root satisfying (3.16) and (3.17), since it is the lowest root for 
a given value of 1. 16

•
17 The roots 17/, (I = 1,2, ... ) are monotoni

cally decreasing functions of a. In accordance with (3.14), 
all the roots 17ln with n > 1 are not monotonic functions of a. 
The minima of these roots and the corresponding values of 

TABLE I. Minima of the roots 71,,, in Figs. I and 2. 

n a mln T/mm 

2 0.26590 5.3186 
2 2 0.36541 6.7034 
3 2 0.43306 7.9992 
4 2 0.48354 9.2488 
5 2 0.52322 10.4683 
6 2 0.55553 11.6659 
I 3 0.16571 8.5345 
2 3 0.24494 10.0004 
3 3 0.30448 11.3770 
4 3 0.35200 12.7048 
I 4 0.12079 11.7085 
2 4 0.18533 13.2167 
3 4 0.23663 14.6396 
4 4 0.27925 16.0150 
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a, which are determined by (3.11) and (3.15), are presented 
in Ref. 17 fori = 1(1)15 and n = 1(1)30. By substituting in 
(3.12) for the partial derivatives the expressions (3.13a) and 
(3.13b) one obtains 

d17ln 17lnla 
--- = --------~2--------' 
da aO"I(a,17ln)PI(a,17ln) - 1 

(3.19) 

where 

O"I(a,z) = [I (I + 1) - r]l [l (I + 1) - (az)2]. (3.20) 

Graphical representations of some of the roots, A In and 
17ln' of the transcendental equations (3.1) and (3.11) as func
tions of the parameter a are given in Figs. 1 and 2. In accor
dance with (l.llc), (2.37), and (2.38), the intersections of the 
curvesAln (a) and 17ln (a) indicate that a-dependent degener
acies of the characteristic frequencies of the fields (2.22), 
(2.23), and (2.26) occur in the cavity n (r, ,r2 ). These degen
eracies are referred to as mode crossing. The values of the 
minima of the curves 17ln (a) which appear in Figs. 1 and 2 are 
listed in Table I together with the values of the parameter a 
for which these minima occur. 

If (2.36) is expressed as 

KI(a,/l) = 0 , 

where 

then 

d/l 
da 

For /l = /lIn the partial derivatives in (3.22) are 
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aK I T = a- 4ILI;3[l(1 + 1) - (alLln)2]x1-I(a'lLln) ' 
a fL ~fLl. 

(3.23a) 

aK I T = a - 3ILI;4[/(l + 1) - (alLln)2]x1-I(a,f.J.ln) ' 
'fL fL ~ fL,. 

-ILl; 4 [/ (l + 1) -1L;n ]xl (a ,IL In ), (3.23b) 

where 

XI(a,lL) = VI (alL)lv l (lL) = WI(alL)lwl (IL)· (3.23c) 

By substituting in (3.22) for the partial derivatives the ex-
pressions (3.23a) and (3.23b) one obtains 

dlLln ILlnfa 

da a 3(TI(a,lLln)X;(a,lLln) - 1 ' 
(3.24) 

where (TI(a,lLln) is defined by (3.20). From (3.22) and (3.23) 
it is evident that the functional dependence on the parameter 
a of the roots IL In is similar to that of the roots 1/ In' In 
particular, 

dlL 1.1 da = 0, 0 < a < 1 

if and only if 

alLln = [l (/ + 1)] 1/2; 

furthermore, 

lim dlLlilda = [I (l + 1)] 1/2 
(t ~ 1 

if 

lim ILII = [/ (I + 1)] 1/2 , 
(t - .. 1 

and 

1143 

1162 
12 1133 

1152 

1123 

10 1142 

1113 

1132 

8 1161 

1122 
"- 1151 

6 1112 

1141 

1131 

4 

1121 

2 1111 

0.1 0.2 0.3 

(3.25) 

(3.26) 

(3.27) 

(3.28) 

0.4 0.5 0.6 

TABLE II. Minima of the roots Ill" in Fig. 3. 

n a
nl11l fllTllll 

I 2 0.24495 5.7735 
2 2 0.34837 7.0314 
3 2 0.41909 8.2657 
4 2 0.47183 9.4782 
5 2 0.51321 10.6725 
6 2 0.54682 11.8517 

3 0.15635 9.0453 
2 3 0.23626 10.3680 
3 3 0.29675 11.6736 
4 3 0.34512 12.9582 

lim dlLlnlda = 00 (n> 1) (3.29) 
a--.. l 

if(3.28) does not hold. Figure 3 shows the dependence on the 
parameter a of some of the roots, ILln, of the transcendental 
equation (3.21); the minima of these roots and the corre
sponding values of a are exhibited in Table II. 

From Figs. 1, 2, and 3 it is then evident that the follow
ing types of crossing degeneracies occur for the rootsA ln (a), 
1/ln(a), and ILln (a): 

Aln(a) = AI·n·(a), 1/ln(a) = 1/1·n·(a), ILln(a) =ILI·n·(a) , 

(3.30) 

Aln(a) = 1/1·n·(a), Aln(a) =ILI·n·(a), 1/ln(a) =ILI·n·(a). 

Crossing degeneracies exist therefore in the domain 
fl (rl ,r2 ) not only for the frequencies of the normal modes 
(2.22) and (2.23), but also for the frequencies of the irrota
tional electric and magnetic eigenvectors (2.26) and (2.27). 

0.7 0.8 0.9 1.0 

FIG. 3. Roots Ill" ofEq. (2.36) as functions of a = r, /r2. The circular eigenfrequencies of the irrotational magnetic mUltipole fields in n (r, ,r,) are W,,, 

= (elr, )Il'n' 
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The roots 1j11 (a), 1j21 (a), f.i II (a), and f.i21 (a) are obviously 
free of mode-crossing degeneracies. Values of the degenerate 
roots (3.30), together with the values of the parameter a for 
which those degeneracies occur, are presented in Ref. 18. 

4. ADIABATIC COMPRESSION OF THE 
CHARACTERISTIC ELECTROMAGNETIC FIELDS IN 
!l(rl ,r2) 

The relations (3.10) and (3.19) can be derived by calcu
lating the adiabatic change of the time-average electromag
netic energy of the normal modes in {} (rl ,(2 ) which is 
caused by a spherically symmetric expansion or contraction 
of the boundary surfaces. For the compression of the electric 
and magnetic fields in {} (rl ,(2) to be adiabatic it is necessary 
that the boundary surfaces .5"';, and .5"';, be perfect conduc
tors and that their displacements be sufficiently slow so that 
transitions between adjacent modes cannot be induced by 
the Doppler effect. 

If the radius of the inner sphere, .5"'; , is increased from , 
r l = arz to r l + 8rl = (a + 8a)rz, the time-average elec
tromagnetic field energy changes by the amount 

8U= -r78rl f d(e,cp)Fpoer = -r~az8a f d(e,cp)Fpoer , 

(4.1) 

where d (e,cp ) is defined by (1.16) and where for £ = f.i = 1 
[Eq. (3.5) of Ref. 8] 

Fp = - e,(1/81T) [U~ - E~ l,~ r,) 

= - er (11 161T)[ (An'm )to (Unlm ) 1 

- (En'm )~o(En'm )11 L ~ ',) (4.2) 
is the time-average electromagnetic pressure on the (perfect
ly conducting) sphere .5"'; .. 21 In the second equation (4.2), 
the time-averaging was performed in accordance with (1.1). 
To evaluate (4.1) for the transverse electric normal modes, 
only the part of the magnetic field (2.22b) that is tangent to 
.5"';. is needed. From (1.34c), (2.32), (2.33), (2.34), (2.40), 
(2.41), and (3.8) one obtains 

(H!}~,)l(r= T,) = iCj~[I (l + 1)] 1/2(aAln ) - 2 

X [nt(aAtn) J - IX~;'V),cp). (4.3) 

If (4.3) is substituted in (4.2), and if in (4.1) the solid-angle 
integration is performed by means of (1.33), one finds 

BUT,,E = IC\~) 12Ga28a(161T) - II (I + 1)(aA1n ) - 4 

X [n,(aA ,n )] -2. (4.4) 

In order to derive the corresponding expression for the 
transverse magnetic normal modes, the radial part of the 
electric field (2.23a) and the tangential part of the magnetic 
field (2.23b) are needed on .5"';" From (2.23a), (1.34c), 
(2.32), (2.33), (2.35), (2.40), (2.42), and (3.8) follows 

(E!!:,! )11(r = r,) = - C~~)I (l + 1)(aA1n ) - 2 

X [tl (a1jln)] -Ixj~)(e,cp). (4.5) 

From (2.23b), (1.34b), (2.32), (2.33), (2.35), (2.40), (2.42), 
and (3.8) follows 

(A!!:,! )1(r=7,) = iCj~)[I(1 + 1)] 112 [an 1n tl (a1jln)] -I 

xXj~)(e,cp). (4.6) 
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By combining (4.1), (4.2), (4.5), and (4.6), and by utilizing 
(1.33) one arrives at 

BUT,,M = I C\~) IZr~aZ8a(161T) - II (I + 1)(a1j'n) - 4 

X [tl (a1jln)] --Z[(a1j"Y -I(l + 1)]. (4.7) 

For the transverse electric and the transverse magnetic 
normal modes (2.22) and (2.23) the total time-average elec
tromagnetic energy in the domain {} (rl ,rz ) [which also 
equals the total instantaneous electromagnetic energy, since 
the boundary I (r] "z) is assumed to be perfectly conduct
ing] is for £ = f.i = I given by 

(4.8) 

The radial integrations can be carried out by usig the 
relation [Ref. 8, Eqs. (AI) and (A2)] r' r dr[itCkr ) + yn,(kr) P = !r{[it(kr) + yn,(kr) P 

- V, + ] (kr) + ynl + I (kr)] V,- I (kr) + ynl_ I (kr)]} I~; . 
(4.9) 

If the normal modes (2.22) and (2.23) are represented by 
(1.29b, 1.29c), the angular integrations are performed by 
means of (1.24). By combining the formulas (1.29b, 1.29c) 
with the generating functions (2.40) one then arrives at the 
results 

U;"E = I C~~) 12r~a3(l61T) - 1/(/ + l)(aA'n) - 4 

X [n,(aA 1n )] -Z[arj(a,A,ln) - 1], (4.10) 

where 'T1(a,A, ) is defined by (3.9c), and 

UT"M= IC\~)12r~a3(l61T)-I/(/+ 1)(a1Jln)-4[t,(a1jln)]- 2 

X [(a1jln)2 -I (l + 1) ][aoAa,7h,)P7(a,1j'n) - 1] , 
(4.11) 

where t,(a1j), PI (a1J), and ul (a1j) are defined by (2.35b), 
(3.l3c), and (3.20). 

From (4.4) and (4.10) it is immediate that 

(4.12) 

and from (4.7) and (4.11) it is immediate that 

dUT"M = UT"Mla 

da aul(a,1jln)pt(a,1jln) - 1 
(4.13) 

Since the elementary excitations of the electromagnetic 
fields in n (rl ,r2) are photons of energy fzm In (and angular 
momentum !fI), one may write 

(4.14) 

and 

(4.15) 

The conservation of the photon numbers N T"E and N T"M in 
n (r] ,r2 ) is ensured by the assumption of perfect conductiv-
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ity of the boundary.I (r t ,r2 ). The relations (4.14) and (4.15) 
together with (2.37) and (2.38) imply that (4.12) and (4.13) 
are equivalent with (3.10) and (3.19), respectively. 

APPENDIX 

The vector product of two spherical basis vectors (1.21) 
can be expressed as 

Ep XEu = i(V2)(1plC711r)E r . (AI) 

From the definition (1.20) we obtain after reducing each 
product lj,u' lju and using Eq, (AI) the following relation 
for the vector product of two vector spherical harmonics: 

'?Y'('.;, (O,l/J)X '?Ylj(O,l/J) 

= iV2( (2/ + 1)(2j + 1) )112 I (2J + 1) - 1I2(j'OjOllO) 
41T ~ , 

x I (j'f-l'l r'I/'m') (jf-l1 rllm) (j'f-llf-lIJ ji) 
J-i'r'wrjiT 

(A2) 

The summation with respect to the indices f-l',r',f-l,r may be 
performed in accordance with the recoupling 
transformation6 

I (j'f-l'lr'I/'m') (jf-l 1rllm )(j'f-llf-llfji) Or' lr l1r) 
!-J.'r'J.1,T 

= [3(2J + 1)(21' + 1)(21 + 1)]112 I <ljL1rllm) 
r 

x (I'm' Imll m)~ (A3) 

1 

By substituting (A3) and (A2) and taking account of the 
definition (1.20) we arrive at the formula for the decomposi
tion of the vector product of two vector spherical harmonics, 

'?Y'('.,: (O,l/J ) X '?Ylj(O,l/J ) 

=i( :1T )112[2/ + 1)(2j+ 1)(2/' + 1)(2/+ 1)]1/2 

~' 1 I'} 
X~ (j'OjOllO) ~ (l'm'lml~m' + m) ~ ~ 

j I • 1 I 

X '?Y'f'i + m(O,l/J) . (A4) 

The relation (A4) enables one to represent the Poynting vec
torS = (c/41T)EXBand themomentumdensityc- 2Softhe 
electromagnetic radiation field (1.11) by irreducible spheri
cal tensors, namely the vector spherical harmonics (1.20). In 
order to obtain such an irreducible tensor representation for 
the angular momentum density c - 2rxS it is necessary to 
decompose the triple vector product er X ('?Y;:': X '?Ylj) into 
vector spherical harmonics. On account of (1.26) one may 
write 

er X ('?Y'('.;, X '?Ylj) 

= - (/010[jO) Y 1m '?Y;:': + (/'010[;'0) Y1'm' '?Ylj . (AS) 

The relation 

Y1m '?Y'('.;, = [(21 + 1)(2/ + l)/41T] 112 

X I(j'f-l'lr'I/'m')ET , I (2J + 1)-112 
~~ ~ 
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X (/O"Olifl) (I ., '1;-) y~-Ij vv mJ f-l vf-l ,~, (A6) 

can be obtained by using (1.20) and by reducing products of 
spherical harmonics. By substituting in (A6) the recoupling 
transformation6 

(Imj'f-l'lfji) (j'p/lr'I/'m') 

= - ( - 1 Y' + I' [(21' + 1 )(2J + 1)] 1/2 

X I (/'m'[mlT,m' + m) 
T 

- - {I X (j jL1r'l/,m' + m) 1 

one finds after invoking the definition (1.20) 

Y1m (O,l/J )'?Y'('.;, (O,l/J ) 

= - ( - 11' + I' [(21 + 1)(21' + 1 )(2/ + 1)/ 41T ] 112 

X I (/'m'lmlT,m' + m) 
T 

X I (/oj'olfo){I 
~ 1 , 

I' 
j 

I} '?Y!!I~ + m(o l/J ) 
/ I, ,. 

In view of this result, Eq. (AS) becomes 

erx('?Y'('.;, X'?Ylj) = [(21 + 1)(2[' + 1)/41T]1I2( - It 

X ~ [( -11'(2j' + l)l12(/OIO[jO) (10j'01lO){~ ~' ~~} 
I,j 

.(['m'[ml~m' + m)'?Y'f'~+m. ., (A7) 
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Relativistic Brownian motion and the space-time approach to 
quantum mechanics 
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An attempt has been made to extend the stochastic quantization procedures introduced 
by Nelson in the nonrelativistic case to the relativistic case in the four-dimensional 
Finsler space. The space-time in the microdomain is considered to be quantized and a 
more general concept of probability is needed to have a consistent and complete theory 
of quantum mechanics. 

I. INTRODUCTION 

The probability theoretical approach to nonrelativistic 
quantum mechanics has been introduced by Nelson I and 
developed by Guerra and Ruggiero 2 to deepen our under
standing of space-time with microlocal structure, the micro
scopic domain ofless than 10 - 13 cm in length. Recently, 
Caubet 3 has treated the stochastic quantization procedure 
in the relativistic case and tried to show that the closeness of 
CU 2 [cu2 = d (lis)] is enough to define the relativistic Brownian 
motion. However, then we should have trouble with the fifth 
dimension in the forms CUI and CU2 as well as the vanishing 
nature of the diffusion coefficient in the relativistic limit as 
pointed out by Hakim. 4 It is worth mentioning that Yasue 5 

has derived the relativistic wave equation along Nelson's ap
proach within the context of the theory of elementary do
mains as proposed by Yukawa. However, this approach re
mains futile from the physicists' point of view unless one can 
explain the spectrum of elementary particles consistently 
within the context of the theory of elementary domains of 
the space-time. 

The recent development of the theory of nonlocal fields 
for extended particles 6 and the concept of space-time quan
tization have created a lot of interest and rethinking of the 
stochastic quantization with the relativistic treatment in a 
more realistic fashion. The aim of this paper is to derive the 
relativistic wave equations in the theory of elementary do
mains in four-dimensional Finsler space so as to avoid the 
concept of the fifth dimension. For our convenience, let us 
briefly recapitulate the theory of space-time quantization 
and the model of leptons. 

II. THE THEORY OF SPACE-TIME QUANTIZATION 

The theory of non local fields and the concept of elemen
tary domains as proposed by Yukawa created a lot of interest 
in explaining the characteristic properties of elementary par
ticles from their internal structures as well as to avoid the 
divergence difficulty inherent in the usual local field theory. 
However, unfortunately Yukawa and his collaborators did 
not succeed in producing any consistent and complete the
ory. Recently, a new theory of nonlocal field has been pro
posed by Bandyopadhyay, 7 where the charge and mass of an 
electron (as well as muon) can be taken to occur as a result of 

n-photon-neutrino weak interactions, when photons and 
neutrinos are represented by the relation e = ng, g being the 
photon-neutrino weak coupling constant (g~ 10 - lOe). In 
this model electron and muon are depicted as (veS) and 
(v!1 S), respectively, where s represents the system of photons 
interacting weakly at n space-time points with the extended 
structure of a two component neutrino. The two other com
ponents corresponding to the positive and negative energy 
states are formed when the form factor associated with the 
interaction changes its sign, implying that particles and anti
particles are mirror reflections of each other. This procedure 
helps us to unify weak and electromagnetic interactions and 
the accompanied violation of symmetry generates the pho
ton as a Goldstone boson. If we take that the charge of a 
hadron is also due to the presence of a lepton in its structure 
then the charge spectrum of all hadrons can be interpreted 
on the basis of this concept of dynamical origin of charge. 

In this picture, it is possible to show that the quantiza
tion of charge in units of e is related to the quantization of 
space-time, where each quantized space-time domain is de
termined by the region accommodating the specific n num
ber of weak interactions involving extended structures of n 
photons and one neutrino, also considered to be of extended 
structure. In this context it is worthwhile to mention that a 
model of the lepton has been constructed out of n photons 
weakly interacting with the neutrino in the framework of 
nonlocal field theory. 8 In this picture, the mass and charge 
of the lepton arise due to the system of non local interactions 
at different space-time points and the massive and charged 
lepton occupies the seat of a quantized space-time domain so 
that from the observational point of view the lepton will ap
pear as a point particle. Since the interactions spinor is a two
component neutrino whose spin direction is either parallel 
or antiparallel to the momentum, the momentum direction 
of a neutrino becomes fixed. Thus, this model suggests a 
preferential direction in space within the fundamental do
main, i.e., the internal space should be such as to violate 
Lorentz invariance. Taking this into consideration, it can be 
shown that the nonlocal fields representing the extended 
particles can be described in a consistent way. 

From the above picture it is evident that each elemen
tary domain is the seat of a lepton consisting of n number of 
photons and a single neutrino interacting weakly with the 
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photons. However, this lepton which derives mass (and 
charge) from the system of non local interactions moves with 
a velocity less than that of its massless constituents (which 
always move with the speed oflight). Thus, one may consid
er some sort of random motion of a particle inside the quan
tized domain so as to measure only the "mean" path which 
relates to the center of gravity of a large number of similar 
particles starting simultaneously from the same point and 
always confined within the quantized domain. These parti
cles can be thought of as moving with the velocity oflight but 
the mean velocity can be evaluated, generally, with a magni
tude less than e and the deviations from the mean path can be 
regarded as a sort of Brownian motion. This splitting of the 
motion into a systematic part and a fluctuation is similar to 
the done in Langevin's equation, with its difference that the 
fluctuation can no longer be taken to be independent of the 
mean velocity, because of the constraint imposed by the 
fixed C, so that our problem reduces to the derivation of the 
Dirac equation from the relativistic Brownian motion in a 
locally anisotropic space-time. 

III. RELATIVISTIC STOCHASTIC EQUATIONS 

It seems rather attractive and natural to formulate the 
physical laws in the framework of space-time, relating them 
with the structure of space-time as has been shown by Ein
stein in his general theory of relativity with the large geomet
rical structure of space-time. In such a theory as that of 
Einstein, any local part of the world is assumed as the (Min
kowski) flat space and all fundamental processes have been 
used to be represented in this frame, disregarding the micro
scopic scale structure. However, if we take it for granted that 
the Minkowski space was introduced with the calssical no
tion oflight, the microlocal structure of physical space-time 
may not be the same as its macroscopic Minkowski 
structure. 

In this section, we show that the usual relativistic quan
tum law is naturally related with the microlocal structure of 
space-time regarding the totality of four-dimensional ele
mentary domains and that the Minkowski structure appears 
naturally in the macroscopic scale. Again in the above pic
ture of space-time quantization, as the space-time in the 
microlevel is anisotropic, effects equivalent to the above, 
however, can be expected by the introduction of directional 
dependence into the space-time or of solving in Finsler 
space. The gravitational field is geometrized in terms of Rie
mann spaces, and Finsler spaces are, however, expected to 
geometrize the internal freedom of fields. 

Roughly speaking, Finsler spaces are spaces of which 
the metric tensor gpv depends on the directional variable x A 

as well as the coordinate x A. The directional variables x A 

transform like a contravariant vector under a coordinate 
transformation x A' = x" '(XA). The combination of the coor
diantes and the directional variable (xA,xA

) is called the ele
ment of support. Finsler geometry however, is, formulated 
in such a way that only the direction of the vector X A has a 
meaning, but not its absolute value. This directional variable 
can be linked up to the anisotropy of space-time. 

Now, this four-dimensional directivity of the locally 
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anisotropic space enables us to retain the relativistic exten
sion of the stochastic quantization which posses the hyper
bolicity in its basic equation. 

Let Fbe the four-dimensional Finsler space 
qO = iet,qi,vo,vi,i = 1,2,3,q,vEF, withxadiffusionprocessin 
F, and XI the position of X at time t where t is the parameter 
time. 

We denote the left and right derivatives of x by 

(Lf)(q,v) = l!~ [f(X
I

: = :(X
s
)] I x' ~ (g,v) 

= < V _ ,Vf) + < V _ ,V! f) - D Of 

and 

(Rf)(q,v) = l~~ [ f(xu~ =~(Xt) ] I x, ~ (g,v) 

= <V +,V f) + <V +,VJ) +D*Of, 

where < , )denotes the inner product, and V, V! = grad and 
o = div grad denote four-dimensional gradients and Lapla
cian operators, respectively, acting on differentiable func
tionsf on Fwith respect to coordiantes and directional varia
bles. E [ I ] denotes the conditional expectation and D and D * 
are diffusion coefficients, In Minkowski space, the d' Alem
bertion will be reduced to the simple form 

and 

a a 
O=g"(v)--

aqJ.L at 

(Rf)(q,v) = <V + Vf ) + D *Of, 

(Lf)(q,v) = <V _ Vf ) - D Of 

For any particle, we have 

Vo = ie, 

with Vo the speed of the particle, so that 

<V,V) = V; Vi - e 2
• 

This concept of 4-velocity creates trouble in deriving the 
relativistic wave equation as the parameter time vanishes in 
the forms liJ l and liJ2 (and so in the wave equation also. In 
fact as one looks upon the microworld in its four-dimension
al entirely, time itselfloses sense as the indicator of the devel
opment of phenomena contrary to the nonrelativistic case, 
For that reason Caubet has introduced a fifth term to both 
these forms liJ! and liJ 2 (and so in the wave equation also). 
However, in the locally anisotropic space-time, though 
<V,V) does not contain time explicitly, it contains some di
rectional variable v from which we have the stochastic quan
tization. As a result, the question of a fifth dimension as 
introduced by Caubet does not arise at alL 

Now we assume the stationary property 

p {~EdqjITI = sJ = p{~EdqjITs = sJ, 
whatever the parameter time t may be and fET. Here T de
notes an open interval of the real line R, 

A. Continuity of the space-time diffusion 

Under classical assumptions of regularity concerning 
V + ,D *, and the initial distribution of x, the operators - L 
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and R are adjoined to each other with respect to the measure 
pdq; in other words, whatever the functions with compact 
supportj,g,F-+R are, we have the following relation: 

ff(Lg)P dq + f(Rf)gp dq = 0, 

where p:F--R denotes the density of the conditional distri
bution of the process at time t such that 

p(q,r)dq = E [f(q,v,r)] 
[vl 

= ProblA (r)€dqj, 

with the measurep(q,r)dqdr. Herep is assumed to be inde
pendent of v because otherwise we will not get the corre
sponding probability density if;(q,v)t/J(q,v) = p(q) for the t/J 
function of quantum mechanics which will be discussed lat
er. Asp is assumed to be independent of the directional vari
able v, then the probability density p(q,r) satisfies, of course, 
the usual Kolmogorov-Fokker-Planck eqn. 

: (q,r) 

= _ ~{b I'(q,v,r)p(q,r) + DgI'A J2 p(q,r)} , 
aq p. aqf.laqA 

where 

aG. ap(q,r) + F ap(q,r) = ( aG + F) ap = 0, 
av av av av av 

which can be verified immediately from the identity 

~E [f(x(r),v)] = E [Lj(x(r),v)] = E [Rf(x(r),v)] 
dr 

in regard to the stochastic differential equation. 
Let us introduce the current four-velocity field u(q,v,r) 

and the osmotic four-velocity field u(q,v,r) as, respectively, 

v(q,v,r) = 11 b (q,v,r) + b. (q,v,r) j, 

u(q,v,r) = 11 b (q,v,r) - b. (q,v,r) j, 

where 

b = (b O,b i), i = 1,2,3 

and 

b * = (b~,b i'), b~ = - ie, i = 1,2,3. 

Then the equation of continuity becomes 

a a 
-;;-p(w,r) + -I V'(q,v,r)p(q,r) J = 0. 
ar aqf.l 

Now, considering the systematic four momentum and sto
chastic four momentum as Pp. and ifJp.' respectively, we can 
write 

and 

mD = a - ----F-( 
aG' a a) 

, l/I !-l P. avJ1 av' av" 
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xV -ggf.lA(aA _ aG
k 
~+F~), 

aVA avk avk 

where f1 takes the values 1 to 4 with 

ql' = (q,iet), vI' = (vo,v). 

Dc and Ds are the systematic and stochastic derivative oper
ators, respectively. Here Dc and Ds are written in terms of 
c.m. coordinates and the directional variables vp.' Here Dc 
and Ds the covariant differential operator (a /aq/l) 
- (aG' /avJ1)(a/avl)andF(a /avp.) are used.Fis the metric 

fundamental function defined by ds = F(q,dq) and G is de
fined as 

2G (q,v) = (Jhk(q,V)~Vk. 

B. Diffusion coefficient 

Hakim has shown that, if the limit .a t-o is used to 
calculate conditional probability densities, the only value for 
the diffusion constant D compatible with relativistic invari
ance is zero. To circumvent this difficult, if we discretize the 
time variable in the stochastic description, so that in the se
quence of events which define trajectories, adjacent events 
have nonzero minimum temporal separation ro. In fact, in 
the microlocal structure the space-time is assumed to be 
Finsler space. Again it is well known in Finsler geometry 
that isotropic Finsler space is equivalent to the Reimann 
space of constant curvature and this constant curvature can 
be related to the fundamental length 10 of the quantized 
space. Then taking the quantized nature of space-time, we 
have 

or 

«dx) 2)c:::::.2D dt 

D = J... «dxf) = lim J... «dX)2) 
2 dt .:It~1"() 2 .at 

= l..c2ro as l.axillro = C, V.axi, 
2 

u,D= l..c2~ = ~, 
2 e 2m 

as ro -(Ii/me), and m is the mass of the leptons (like elec
trons or muons). 

So the diffusion coefficient in the relativistic limit 
becomes 

D = Ii/2m. 

It is interesting to note that the finiteness of the diffu
sion coefficient is closely connected to the discrete nature of 
space-time. 

C. Wave equations 

and 

Now the equation of motion may be written as 9 

Dcpp. - D,ifJp. =f&:), 

Dspp. + Dcl/ll' = f&; >, 
wheref&:) andf&;) stand for the external force acting on 
the particle, the plus or minus sign referring to its behavior 
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under time reversal. To all order, the results for the electro
magnetic case are 

() e e e 
fo; = me FILAPA - ~Dc[AIL + a,d + m/AaAAIL' 

where 

and 

f~;;) = ~FILAifJA - :'Dc[AIL + aA] + ~AaAAIL' 
me e me 

where FILA stands for the electromagnetic tensor. Since the 
operators Dc and D x have been written above only to second 
order, we can write the above equation to the same order, 
thus getting 

f (+)- e F df(-)- e F j, OIL - - IlAPA an OIL - - ILA'!'A' 
me me 

where the gauge a~1L = ° has been considered. 
Now consider the Brownian particles as some sort of 

spinning rigid body in Finsler space and write down the de
rivatives in terms of relativistic Eulerian angles. Here the 
directional variables can be also expressed in terms of a set of 
angular coordinates considering the projections of the vector 
(VA) in the normal to the surface of the rigid body, themerid
ian, and the parallel which depend on the time and location 
of the body. Hence, taking into account the spin of the parti
cle we write, as our fundamental systems of relativistic equa
tions, the following set: 

DcPIL - DfPlL = ~FILAPA + (~)aILS~AFpA' 
me 4me 

DcifJlL + DsPIL = ~FILAifJA + ( eD)aAFILA me e 

+ ( ~)a ILS ~AFpA' 
4me 

where S~ and S~ are the stochastic and systematic compo
nents of spin angular momentum, respectively. 

By introducing the complex variables 

PIL = PIL - iifJA' 

S~A = S~A - iS~A' 

f x - f( + ) if( - ) + ( ge )a S x F 
IL - OIL - 1 OIL 4me IL PA PA' 

we can write the above equations in the form 

D~IL=f~ 
and it complex conjugate. To integrate the above equations 
note the relation 

[mDX,aA] = - (aXPIL)aA 

and then write it in the form 

PIL = fz [ ~s(q,v,r) + ~s(q,v,r)] - eA (q), 

aqIL aV" 

i.e., under the assumption that the form 

W 2 = (MV +A,dq)1 + (Is + B,dq)2 
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is closed, where I is the moment of inertia, and s is the spin; 
there exists a function 

S:F--+R such that W2 = d (fzS). 

It is worth mentioning the Caubet has assumed the 
closeness of one form W 2 and so exact as well, in analogy 
with the Jacobi equation. However, it is well known that, 
according to Bohr-Sommerfield quantization, the one form 
W = P dq - H dt is not exact, i.e., there exists some topologi
cal constraint such that it can not be shrunk to a point. Here 
also there exists a space-time quantized domain such that 
¢W2 = nfz, where fz is the quantum of action related to the 
fundamental length, so that the space-time may be thought 
of as a multiply connected region of stochastic fields with 
period fz embedded in a smiply connected space-time. 

Again the form 

WI = (M8v + A,dq)l + (18v + B,qq)2' 

which 8V = 2 - I(b - b.) is closed by continuity of the pro
cess but not necessarily exact. Ifwe define the scalar function 
by the relation 

R (q,r) = ~lnP(q,r) 

then, we have 

wl=d(fzR). 

Now putting the relativistic probability amplitude of the 
particle as 

¢(q, v, r) = exp [R (q, r) + is(q, v, r) J, 
where 

Ji;(q,v,r)¢(q,v,r) = p(q,r), 

we get the equations of motion as 

[ 
_ ifz{a

ll 
_ aG i ~ + F~} _ 

avJ.l avi av' 
:'A ] c IL 

g lA [ - ifz{a A - aG k ~ + F~} - :. A A ] ¢ 
I aVA aV" aV" c 

+ m2
e

2
¢ = (~:)S~AF/lA¢' 

Again we know that in the case of a nonrelativistic spinning 
rigid body, the spin operator and its components satisfy the 
usual commutation relations 

[Si,Sj] = ifz£ijJk and W,sIJ = 0, 

i.e., we may construct simultaneous eigenfunctions ofs2, S3' 
s;, 3' referring to the body Z axis with eigenvaluesfz D, (i + 1), 
fzm, and fzk, respectively, wherej = 0, V, ... and 
m,k = - i, - i + 1... for any givenj. 

Now like the covariant derivative 

D/l = all - igA ~Ji, 

here we have 

~ = all - igA :,(Ji + k i
), 

where k i is a set of differential operator in a / aVi which satis
fy the commutation relations of the 

[k i,kj] = icijkk k, 

and since Ji is v independent, [k i,P] = O. However, while 
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the orbital angular momentum can have only half of the 
representation of the rotation group, i.e., integral spin only, 
k i have in general all the representation of G. 

Then if we start with a local symmetry group G, say 
U (1) with fields t/!(q) then, generalizing to the case were we 
have v-dependent fields t/!(q,v), and enlarged group G ® G' 
results with G ''::::!.G. The gauge parameters for G and G' are 
equal and, in other words, we have universality._Now, in our 
case, t/! is a function of q and v; and if p(q,v) = t/!(q,v)t/!(q,v), 
i.e., if the additional gauge-dependent variable v occurs inp, 
then we have the enlarged group but of course the concept of 
probability has to be replaced by a more general concept, 
namely, that of a gauge-dependent function p(q, v). Then the 
enlarged group can be thought of as due to the manifestation 
of the anisotropy of the space-time where the particles and 
antiparticles may be considered as the mirror reflections of 
each other. Now under certain approximations that Ao = 0 
and hence at A = 0 and write 

~AFIlA'::::!.2sXH, 

we have 

(
a ae

i 
a e)2 - ifIiJ - ifzF- - ifz-- - -A ¢ 

Il avl av Il avi c Il 

+ m 2c2¢ = ( g;:}:rH¢, 
for s = ! and g = ! with 

¢=(t/!+). 
t/!-

A known algebraic transformation may be used to cast the 
second order equation for a two component amplitUde into a 
first order equation for a four-component amplitude. In face, 
defining ¢ and x by 

<1> = ..!..(¢ - x), 
2 

[ifliJo - U-(ihV + ifzV + ~A)]¢ = !mc(¢ + x), 

we have 

- ifliJo¢ - O'"(ifzV + ifzV + ~A)X = - mc¢ 

and 

U(ifz\7 + ifz\7 + ~A)¢ = ifliJox. 

Hence, if we introduce the matrices 

Yk = (.0 
lCTk 

(

CTk 
~k= 0 

- iCTk) 

o ' Y4 = (~ ~), 

Ys= -~ ~, 
and the four-component amplitude t/! = (t). Then we have 
the Dirac equation for electron or muon as 

iy { - ifIiJ - ifz(F ~ + aG I ~) - :'A }t/! 
Il Il avl av avl c Il 

Il 

+ mct/!= O. 
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Now in the Lorentz spaces 

t/! = t/!(q)t/!(v), 

so that the above equation can be reduced to the ordinary 
Dirac equation 

iy ( - ifIiJ - :'A )¢(q) + mct/!(q) = 0 
Il Il Cll 

in the external space if 

iy [ _ ifzF ~ _ ifz aG I ~]t/!(V) = 0 
Il avl av avl 

Il 

for internal variables. 

IV. GLOBAL CONCEPT OF QUANTIZATION 

The single valuedness and square integrability of the 
wave function t/! suffices for the global connotation of quanti
zation. However, the stochastic derivation of the relativistic 
wave equation indicates the local validity of Rand S as lUI 

and lU2 are not necessarily exact, so that according to De 
Rham's theorem there does not exist any zero form, i.e., 
scalar functions Sand R over the whole space-time. So the 
stochastic fields through the properties with which they are 
endowed many well define multiply connected manifolds of 
integration embedded or immersed in the simply connected 
space-time in the microphysical domain. It is interesting to 
note that Mandelstam and more recently Wu and Yang 10 

studied, for example, the electromagnetic effects on matter 
which are described by a quantum mechanical wave func
tion t/!(n) as being equivalent to the presence of a path depen
dant phase factor s(Cyn) = exp[( - ie/fzc)S~A/l (n)dn,u] as
sociated with the path Cyn appearing at the level of the wave 
function. Actually, the famous Bohm-Aharonov experi
ment showed that, in a multiply connected region where 
l/lv = 0 (field strength), everywhere there are physical ex
periments for which the outcome depends on the loop 
integral 

:c fAndn,u 

around an unshrinkable loop. Again an examination of the 
Bohm-Aharanov experiment indicates that, in fact, only the 
phase factor 

exp( ~ fA/ldn,u) 

and not the phase (e/fzc)A/ldn ,u is physically meaningful. In 
other words, the phase contains more information than the 
phase factor. However, the additional information is not 
measurable. They describe this as the nonintegrable (i.e., 
path-dependent) phase factor. This phase factor is the path
dependent element of the group U(1), being the relevant 
group related in the quantum mechanical description of 
atomic phenomena to the concept of a probability density 
pen) = t/!*(n)t/!(n) derived from the complex wave function 
t/!(n). The structural group U (1) of the bundle in Feynman's 
treatment, being identical with the associated electromag
netic gauge group U(l) in Mandelstam's treatment, implies 
the operator of a covariant derivative on the bundle to be 
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given by DI" = (f' + i eAI" (n), with AI" (n) denoting the elec
tromagnetic potentials. 

With this situation in mind let us consider the general
ized wave function ¢(n, v), depending on n and directional 
variable v, which is a cross section on a fiber bundle (consid
ering the diffusing particles as bundles of timelike fibers in 
the quantized domain) constructed over space-time possess
ing a gauge or structural group more general than the group 
U(1). Clearly, ¢(n,v) will be at each point nEM 4 a represen
~tion of G. Again it was shown that the enlarged group 
Gc:::::.U (1) ® U (1), i.e., if we start with a local symmetry group 
U(l), we have higher order unitary group. Now, in the 
Finsler space, a bundle of carton type constructed over a flat 
or a curved space-time has a structural group which is neces
sarily noncompact. Correspondingly, it will be a non unitary 
representation of G. We thus come to the conclusion that 
leaving the description of relativistic stochastic quantization 
in Finsler space on a wave function associated with a gener
alized (possibly noncompact) non-Abelian gauge group in
stead ofthe group U (1) of quantum mechanics will replace at 
the same time the concept of probability by a more general 
concept, namely, that of a gauge-dependent scalar density 
function. 

V. DISCUSSION 

The stochastic interpretation of quantum mechanics 
emphasizes that the fundamental processes of nature are sto-
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chastic processes defined in a multiply connected space
time where the quantum of action (Ii) is the one-dimensional 
period of one form W z . So whereas in the Copenhagen inter
pretation Newtonian equations are obtained in the limit 
h-o, here it corresponds to a stochastic process with zero 
stochastic force in a simply connected space-time where the 
period of Wz vanishes so that Wz can be written as the gradi
ent of a scalar function, everywhere in the space-time. 

Again the relativistic concept of stochastic quantiza
tion may be related to the concept oflocal anisotropy of the 
space-time so that the probability concept of quantum me
chanics has to be replaced by a more general gauge depen
dant scalar function p(n, v) in the microdomain of space
time. Then it raises a new possibility for v with the direction
al variables as hidden variables, which will be considered in 
the subsequent paper. 
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Under the assumption that we can create in the laboratory any electromagnetic field consistent 
with Maxwell's equations, it is shown that an arbitrary Hermitian operator on a spin system can 
be measured using a suitable generalization of the Stern-Gerlach experiment. In particular, it is 
shown that every proposition about the spin-l system is verifiable, answering the challenge of 
Hultgren and Shimony. The analysis also reveals complications in the standard Stern-Gerlach 
experiment of which many physicists are apparently not aware. 

I. INTRODUCTION 

The question of which operators in the Hilbert space 
representing a quantum mechanical system, actually corre
spond to quantities we can observe and, as a consequence, 
which projections actually correspond to propositions we 
can test, has been of perennial concern to those of us interest
ed in the foundations of quantum mechanics. In the early 
stages of the development of the thoery it was generally as
sumed that every Hermitian operator (with perhaps some 
technical restrictions in the infinite-dimensional case) was 
observable. As late as 1958 we find the following from 
Dirac l

: 

In practice it may be very awkward or perhaps 
even beyond the ingenuity of the experimenter, 
to devise an apparatus which could measure 
some particular operator, but the theory always 
allows one to imagine that the measurement can 
be made. 

Nevertheless, with the discovery in the 1950's of superselec
tion rules2

•
3 it became clear that this assumption, along with 

the unrestricted superposition principle, was no longer ten
able. Although it was still possible to maintain that all Her
mitian operators not specifically ruled out by superselection 
rules were, in fact, observable, the alluring simplicity of the 
initial theory had been indelibly marred and there seems to 
have been an increasing uneasiness on the part of many 
workers. Wigner has given this disquiet its perhaps most 
eloquent expression4

: 

We learn and teach, respectively, in courses on 
quantum mechanics that the measurable quanti
ties, or in the words of Dirac, the observables, are 
hermitian operators. It can indeed be proved by 
means of the theory of measurement, that only 
hermitian operators can represent measurable 
quantities. Some books, and some lecturers, go 
further and claim that all hermitian (or more 
precisely, all self-adjoint) operators can be obser
vables. However, if we ask how the measurement 
of a given self-adjoint operator should be carried 

a)Supported in part by the National Science Foundation 

out, the books and lecturers remain most secre
tive. One has, of course, no idea how a quantity 
such as p + q or pq + qp or pqp could be mea
sured-in fact, clearly, most operators cannot. 
Still, many can···. 

There is, however, no rule which would tell us 
which self-adjoint operators are truly observa
bles, nor is there any prescription known how 
the measurements are to be carried out, what ap
paratus to use, etc. In a theory with a positivistic 
undertone, this is a serious gap. 

It is the main purpose of this paper to give, for spin 
systems, a rule for telling which self-adjoint operators are 
truly measurable-namely they all are-and to provide a 
prescription for how the experiments are to be carried out. 

An intimately related question has recently been raised 
by Hultgren and Shimony,s with specific reference to spin-l 
systems. Since the spectrum of a projection is contained in 
the set I 0, 1 J, the projection can be thought of as a yes-no 
question, or proposition, about the system.5.6·7 A projection 
represents a verifiable proposition exactly when the projec
tion, as a Hermitian operator, is measurable. Hultgren and 
Shimony have proposed that the only verifiable propositions 
about a spin-l system are the ones in the collection L of v 
propositions corresponding to the standard Stem-Gerlach 
experiments, and have put forth a challenge to demonstrate 
the verifiability of the remaining propositions: 

If the standard formulation of quantum me
chanics is applied to the spin-l system, there is a 
projection operator corresponding to each pro
position in Lv, but there are also projection oper
ators which do not correspond to members of L 
and which in fact do not seem to correspond i~ 
any natural way to testable propositions .. .it is a 
good working hypothesis that those opertors 
corresponding to members of Lv have definite 
physical status which the others do not have (p. 
381). 

···An obligation is placed on the advocates of 
such programs (to recover the Hilbert space axi
oms via empirically justifiable axioms) to exhibit 
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the physical significance of propositions con
cerning the spin-l system which are not elements 
of Lv ... (p. 390). 

By showing that every Hermitian operator is observable, the 
"obligation" of Hultgren and Shimony is clearly fulfilled. 

A third important and often-asked question is: Which 
rays represent realizable states of the system? It is shown 
below that for spin systems every ray does in fact represent a 
physically realizable state of the system. 

II. THE OPERATIONAL MEANING OF THE QUESTIONS 

In the last section we raised three questions which can 
be asked about the Hilbert space representing a quantum 
mechanical system. In one way or another each question 
asks which mathematical objects actually correspond to 
physical entities. The three questions were: 

I. Which Hermitian operators are actually measurable 
(and how do we measure them)? 

II. Which projections represent verifiable propositions? 
III. Which rays represent physically realizable states? 

Before attempting to answer any of the above questions for 
spin systems, as we propose to do, we wish to be very explicit 
about what we understand the questions to mean. We begin 
with question I. 

If A is a Hermitian operator acting on a complex Hilbert 
space of dimension n < 00, then the spectral theorem tells us 
that there is a unique set [a l ,a2 , ... ,ar J of r<,n distinct real 
numbers (called the eigenvalues of A ) and a unique set I FI , 
F2 , ... ,Fr J of mutually orthogonal, nonzero projections 
(called the eigenprojections of A ), such that A = ~; ~ I ajFj. 
The projection F j is the projection onto the subspace of all 
eigenvectors of A corresponding to the eigenvalue a j ; if the 
eigenvalue a j is degenerate, then the dimension of the projec
tion F, will be strictly greater than one. 

We say that the Hermitian operator A, with spectral 
decomposition A = ~;~ I ajFj> is measurable or observable 
exactly when there exists a physical operation E with out
comes e l , e2 , ... ,e" such that when the system is in the state 
represented by a density operator p, the outcome ej is ob
tained with probability Tr pFj .8 The term "physical oper
ation" is to be understood in the sense of Randall and 
Foulis9

; 

By a physical operation, we shall mean 
instructions that describe a well-defined, phys
ically realizable, reproducible procedure and 
furthermore, that specify what must be observed 
and recorded. In particular a physical operation 
must require that, as a consquence of each execu
tion of the instructions, one and only one symbol 
from a specified set R be recorded as the result of 
that realization of the operation. 

In regards to the second question we have already said 
that a projection represents a verifiable and testable proposi
tion if and only if the projection, as a Hermitian operator, is 
observable in the sense just discussed. It is clear that if every 
Hermitian operator is dbservable, then every projection re
presents a verifiable proposition. Without further assump-
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tions (e.g., postulate C of Kharatyan10 or axiom (iv) ofFoulis 
and Randa1l9

) the converse statement is false. 
The final question is probably the most often misunder

stood of the three. Kharatyan 10 and Streater and Wightman, 3 

for example, identify it with question II. To us, a ray repre
sents a (physically) realizable state if systems can be found 
such that the theoretical probabilities of experimental out
comes, or, equivalently the expectation values of various ob
servables, as calculated from the ray in the usual way, agree 
with the observed values. There is no particular reason to 
believe that any physically realizable state has an "indicator 
outcome" which occurs with probability 1 when the system 
is in that state. Although it does not seem logically neces
sary, the only indisputable way which occurs to us for dem
onstrating that a ray corresponds to a physically realizable 
state is to give a repeatable procedure whereby systems ofthe 
proper type are prepared. It is in this way that we show below 
that for spin systems every ray corresponds to a physically 
realizable state. 

We point out that all of these definitions require us to 
measure probabilities. From the standpoint of statistics this 
might seem like a nonoperational definition, but from the 
standpoint of physics, where measuring probabilities is 
equivalent to measuring intensities, this definition is suffi
ciently operational. For our purposes here, however, we can 
use the established principles of quantum mechanics to prove 
that our experimental outcomes will have the required 
probabilities. 

In closing this section we note that we will have an
swered all three questions for spin systems in the advertised 
way-to wit, that every Hermitian operator is measurable, 
that every projection represents a physically verifiable pro
position, and that every ray represents a physically realiz
able state-if given a Hermitian operator A in spin space, we 
can describe a physical apparatus by which particles in ei
genstates of A corresponding to distinct eigenvalues are sep
arated physically. By placing detectors judiciously and send
ing a single particle into the apparatus, we have a physical 
operation whose outcomes correspond to detection in the 
various counters; according to quantum theory these out
comes then occur with exactly the prescribed probabilities. 
Furthermore, given a ray, the apparatus corresponding to 
the projection onto that ray will produce a beam of particles 
in the desired state. 

III. THE STANDARD STERN-GERLACH EXPERIMENT 

In order to make the discussion in the next section of the 
generalized Stern-Gerlach experiments easier to under
stand, we first review quickly the standard Stem-Gerlach 
experiment. This apparatus, designed during the 1920's by 
Otto Stem and Walther Gerlach 11 has become the traditional 
means of demonstrating the quantization of angular mo
mentum. In this experiment a beam of particles is passed 
through an inhomogeneous magnetic field B(r) whose direc
tion is constant, but whose magnitude is dependent upon 
position: 

B(r) = A (r)Bo . (1) 

An essentially correct understanding of the experiment 
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can be obtained by reasoning classically as follows: The mag
netic energy associated with a particle with magnetic dipole 
moment ~ in the magnetic field B is 

Emag (r) = - wB(r) = - A (r)p BoBo , 

where P Bo is the component of the magnetic moment in the 
Bo direction and Bo = I Bo I; the particle experiences a force 

F(r) = - VEmag(r) = + pBoBo VA (r). 

Consequently particles with differing dipole components ex
perience different forces and are separated spatially. Quan
tum mechanics enters the picture here only in that the mag
netic dipole moment is proportional to the spin and the 
values of the spin component are found to be quantized, 
rather than continuously distributed, as the classical reason
ing would lead us to predict. 

The Stem-Gerlach experiments provide a complete set 
of experiments for spin-! systems in the sense that for any 
Hermitian operator on a spin-! system, there is a Stem
Gerlach experiment which measures it. For suppose that A is 
a Hermitian operator on the two-dimensional Hilbert space 
describing a spin-! particle. The measurement of the spin 
component of the particle in the X; direction is represented 
by an operator S; on this Hilbert space. (We use units in 
which fI = 1.) Since the identity operator I together with the 
three spin operators SI , S2' and S3 form a basis for the four
dimensional real vector space of all Hermitian operators, the 
given operator A can be uniquely written in the form 

(2) 

where a and b; are real numbers. The summation convention 
for repeated indices is used here and elsewhere in this paper. 

Let P; be the operator corresponding to the measure
ment of the component of the magnetic moment in the X; 

direction. By the Wigner-Eckart theorem, Vtl ,P2 ,P3) is pro
portional to (SI ,S2 ,S3) and the constant of proportionality is 
the total magnetic moment of the particle Vt I ,P2 ,P3) 
= PO(SI,s2 ,S3)' In a magnetic field B = (Bl>B2 ,BJ, the be

havior of a spin- ! particle is described by the Hamiltonian 

H = Ho + PoB;S; , 

where the spin independent term Ho -which as an operator 
in spin space is just a scalar multiple of the identity--con
tains the kinetic energy. Ifthe vector Bo in (1) is chosen 
parallel to the vector b = (b l ,b2 ,b3 ) in (2), then the eigen
states of H will be the same as those of A. With the magnetic 
field B(r) = A (r)Bo, the two eigenstates have energies 

E (r) = Eo ± !J-loBoA (r) , 

in the approximation that the spatial dependence of A (r) is 
constant over the dimensions of the particle. The force on the 
particle is then 

F(r) = - V E (r) = =F !J-loBo V A (r) . 

As a result, particles in different eigenstates experience dif
ferent forces and are separated physically. 

The question still remains as to whether there exists a 
function A (r) with a nonzero gradient, such that the magnet
ic field B(r) = A (r)Bo satisfies Maxwell's equations for a 
static field, i.e., V·B = VXB = 0. The most naive choice for 
A (r) might be A (r) = 1 + k·r for k:;60, since this implies 
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VA (r) = k:;60. It turns out, however, that neither this, nor 
any other chocie for A (r) satisfies Maxwell's equations, be
cause B(r) = A (r)Bo implies that ° = VXB = VA (r)xBo 
and 0= V·B = VA (r).Bo, whence VA (r) = 0. 

This incompatibility can be resolved by adding another 
term to the magnetic field and applying first-order perturba
tion theory. For example, let 

B( ) 1 + k·r b r =-- + b·r 
-k, 

Po Po 
where k is any vector perpendicular to b. In this case 

V·B(r) = (2!Po)k.b = ° 
and 

VxB(r) 0. 

Maxwell's equations are satisfied. The Hamiltonian is 

H = Ho + (1 + k·r)b;S; + (b.r)k;S; . 

The term, (1 + k.r)b;S;, has exactly the same eigenvectors as 
the operator A which we desire to measure. The first-order 
corrections to the energy due to the perturbation term 
(b.r)k;S; 12 are of the form 

(b.r)(¢lk;S; I¢), 

where ¢ is an eigenvector for (l + k.r)b;S;. or equivalently, 
for A. It follows from the commutation relations [S;,sj] 
= iEijkSk and the orthogonality ofk and b, that the diagonal 

matrix elements (¢ I k;S; I ¢) are all zero. The energies to 
first order in are 

L = ± (1 + k·r)(b 12), 

and the forces on the particle in the two different eigenstates 
of A are 

F(r) = - V E (r) = =F (b /2)k. 

ifVIBl/lBI is made sufficiently small, the second-order ef
fects can be safely ignored, and the two states are separated 
spatially. 

In the next section we discuss a generalized Stem-Ger
lach experiment. As was the case here, we will express a 
given operator A in a standard basis and then show that by 
appropriate choice of electromagnetic fields the Hamilton
ian can be made to have the same first-order eigenstates as A. 
In contrast to this section, the accordance with Maxwell's 
equations is made from the beginning by starting with scalar 
potentials satisfying Laplace's equation. 

IV. GENERALIZED STERN-GERLACH EXPERIMENTS 

Perhaps suprisingly, the standard Stem-Gerlach ex
periments do not form a complete set of experiments for 
particles with spin greater than !. Even for the case of spin-l 
particles, there are many states which are not eigenstates of 
the operator b;S;, which measures the spin component in the 
b = (b l ,b2 ,b3 ) direction, for any value ofb. 5 (An example of 
such a state is [1,1,1]/3 112, in the basis of eigenstates of S3') 
Since eigenstates of biS; are the only states that the standard 
Stem-Gerlach apparatus can filter, it is clear that some 
modification is necessary if all spin-l operators are to be 
observable in this way. 

Arthur R. Swift and Ron Wright 79 



                                                                                                                                    

That generalizations of the Stern-Gerlach experiment 
are possible, has been long suggested by other authors, nota
bly Feynman13 and more specifically, Lambs who writes: "In 
some cases inhomogeneous electric fields could be used in
stead of these inhomogeneous magnetic fields." By using 
electric fields in the place of magnetic fields we can, in fact, 
observe certain spin operators not observable via the ordi
nary Stern-Gerlach experiments. For example, the electric 
field can interact with the electric quadrupole moment of the 
particle. (A spin- ! particle has only a magnetic dipole 
moment.) 

The central result of this paper is that by using both 
electric and magnetic fields one can observe every spin oper
ator. We turn our attention to the proof of this assertion. 

The Hilbert space representing the spin state of a spin-s 
particle has dimension 2s + I. As is apparently well known 
to some physicists, an arbitrary Hermitian operator A on this 
Hilbert space can be uniquely represented in the form 

(3) 

where (a(k \, ... i) are the components of a traceless, symmetric 
tensor of rank, k, T(O) = I, T(l)i = Si' and TiC"in is obtained 
from the product Si,Si, "Si

n 
by symmetrizing and subtract

ing off the trace. (A tensor is (totally) symmetric if, for every 
pair of indices, interchanging them leaves the component 
invariant. A tensor is (totally) traceless, if, for every pair of 
indices, setting them equal and adding over all possible val
ues for the index, gives a sum ofzero.] For example, if n = 2, 
Tij = 1/2(SiSj + SjS;) - OijSkSk13. There is again here, as 
always, an implied sum over the repeated indices. As in the 
case of spin- !, we will construct a Hamiltonian with the 
same eigenstates as the operator A (to first order in the sense 
of perturbation theory), but whose spatial variation induces 
different forces on particles in eigenstates corresponding to 
different eigenvalues. The operators T(k\""i

k 
will be shown 

to be proportional to the operators measuring the various k
pole electromagnetic moments of the particle. 

In order to write down the most general Hamiltonian 
for a spin-s particle in an electromagnetic field, we first de
velop an expression in terms of multipole moments, for the 
classical energy of an extended particle in an electromagnet
ic field described by scalar potentials <P io" and <P M for the 
electric and magnetic fields, respectively. The potentials <p E 

and <p .W are assumed to be analytic within the chamber of 
the experiment, and to satisfy Laplace's equation: ,\/<P E(r) 
= "If<P'w (r) = 0. When the electric and magnetic fields are 

determined from the potentials via E(r) = - 'V<P E (r) and 
B(r) = - 'V<P M (r), Maxwell's equations for static fields are 
automatically satisfied. The classical energy for a particle 
with electric charge density pE and magnetic charge density 
pM is given by 

w = Ie (pE (r)<P E (r) + pM (r)<P M (r» d 3r , (4) 

where the coordinate r is the displacement from the center of 
the chamber and C is the volume occupied by the chamber. 
[Since there are, as best we know, no magnetic monopoles, 
the magnetic charge density is understood to be the negative 
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of the divergence of the magnetic dipole density 
M(r) :pM(r) = - 'V.M(r).] 

Suppose that the center of the particle is located at z, 
near the center of the chamber. Relative to the center of the 
particle, an arbitrary point in the chamber has coordinate 
y = r - z. We first expand <P E and <p M in a Taylor series 
about z: 

E Ioc 

1 E <P r = -<p .. z ..... 
( ) k ~ 0 k ! ',"", ()Y" Y'k 

and 

00 1 M 
<p M(r) = " - <p . . (Z)I1J. ... y. k"':::O k! '.""11 '.TIt 'Ii' 

where 

Ifwe set pE (y) =pE(r) andpM(y) =pM(r), then 

l[ -E (~I E ) W = P (y) L -k' <P i,···i, (Z)Yi, "'Yi, 
C k~O . 

+ P-M(y)( ~ ~ <p M . (Z)I1J. ... y. )] d 3y 
k"':::O k! '.""" 'J'1 'Ii 

Let 

q(A )i, "'J;. = LpE(Y)Yi' "'Yi, d 'y, 

the electric k-pole moment of the particle about its center, 
and let 

mU \'i, = (p.w (Y)Yi, "'Yi, d 3y , J.. 
the magnetic k-pole moment of the particle about its center. 
Since the k-pole moment tensors q(k \"'i, and m(k \."i, are 
totally contracted with the traceless, symmetric tensors 
<p Ei""i, and <p Mi""i" respectively-the tensors are traceless 
because the potentials satisfy Laplace's equation-the multi
pole moment tensors may themselves be considered to be 
symmetric and traceless. Parity invariance for electromag
netic interactions implies for simple systems where the cen
ter of charge coincides with the center of mass that pE (y) 
=pE( - y) andpM(y) = _pM( - y). Hence, q(k)i""i, is 

zero for k odd and m(k \, ... i, is zero for k even. Thus a particle 
has a magnetic dipole, octupole,. .. 22n + '-pole 
(n = 0,1,2,3,. .. ), and an electric monopole, quadrupole, 
... 2211 + '-pole (n = 0,1,2,. .. ). Expressed with this new nota
tion, the classical energy is 

x 1 
W = I -k' <p Ei""i, (Z)q(k \ "', 

A - 0 • 

J.. even 

+ f kl, <p M" ,,(z)m(k \ ... " . 
, - I . 

k odd 
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The correspondence principle tells us that in converting 
this classical expression for the energy into a quantum me
chanical Hamiltonian the measurable quantities q(k \ ... ;, and 
m(k\ ... ;, are replaced by Hermitian operators Q(k\ ... ;, and 
M(k \, ... ;" For a spin-s particle the highest possible moment is 
of order k = 2s, since for k> 2s both Q(k\ ... ;, and M(k\ .. ;, 
are zero. 

A second and deeper aspect of the correspondence prin
ciple which is less often stated explicitly (but which is the 
basis for the importance of tensor operators in the theory of 
angular momentum), states that the Q (k\ ... ;. and M(k\, ... ;, 
transform under the rotations of the coordinate system ex
actly as their classical counterparts do; that is, Q(k);, ... ;. and 
M(k);, ... ;, are the components of traceless, symmetric, and 
hence irreducible, Cartesian tensor operators of rank k. This 
result may also be inferred from the fact that the Hamilton
ian (see below) is, of course, invariant under rotations of the 
coordinate system; since the classical field moments 
(/> \ ... ;, (z) and (/> M;, ... ;, (z) are tensors under rotation, the 
Q (k \ .•. ;, and M (k );, ... ;, must transform oppositely in order 
that the Hamiltonian remain invariant. It follows from the 
Wigner-Eckart theorem that any two irreducible tensor op
erators of rank k acting on the Hilbert space of a particle of 
spin s, are proportional to one another. In the present case 
this means that there exist, for each allowed value of k, num
bers Qk and Mk such that Q (k);, ... ;, = Qk T(k\ ... ;, and 
M(k\ ... ;, = Mk T(k\ ... ;" where the T(k\ ... ;,'s are the compo
nents of the tensor operator defined at the beginning of this 
section. The Q (k );, ... ;, and M (k );, •.. ;, are the components of the 
multipole tensor operator and the Qk 's and Mk 's are known 
to physicists as the electric and magnetic multipole mo
ments, respectively. In light of the parity considerations 
above, Qk = 0 for k odd and Mk = 0 for k even. It is ob
served physically that for values of h:;,2s which are not ruled 
out by symmetry arguments, the 2k-pole moments are all 
nonzero. 

We are now in a position to write down the general 
Hamiltonian for a spin s particle in terms of the multipole 
moments: 

2s 1 
H(z) - ~ - (/>E . (Z)Q(k) . - k7:o k! '.''''" '.""" 

k even 
2s 1 

+ I -kl (/>M;, ... ;,(z)M(k);, ... ;, 
k=O • 

k odd 

2s Q I -k~ (/>E;, ... ;,(z)T(k);, ... ;, 
k=O • 

k even 

k odd 

Ifwe define 

keven, 

k odd, 

then (/> (k );';2"';' (z) is a traceless symmetric tensor and 

81 J. Math. Phys., Vol. 21, No.1, January 1980 

2s 

H(z) = I (/>(k\ ... ;,(z)T(k);, ... ;, . 
k=O 

We now expand each of the (/> (k );, ... ;, 's in a MacLauren series 
obtaining: 

H(z) = ~ ( ~ ~ (/>(k) ... (O)z .... z. )T(k) . 
L.. ~, 't"""h"'}" it 1ft '.""" 

k=O n=O n. 

I ~Zj, "'Zjn I (/> (k\ ... ;,j""jn (O)T(k);, ... ;, 
n=O n. k=O 

2s I (/>(k\ ... ;,(O)T(k\ ... ;, 
k=O 

2, 

+Zj I (/>(k\ ... ;,j(O)T(k\ ... ;, 
k=O 

+ terms of second and higher order in z. 

Returning to the operator A = ~~s~ (Ja(k \ ... /, T(k \ ... ;, 

which is to be measured, we see that by choosing (/> (k \ ... /, (0) 
= a<k \ ... ;, (0<h;;2s)-which we are free to do since this 

merely amounts to specifying a finite number of even-order 
coefficients in the Taylor expansion of the electric potential 
(/> E and a finite number of odd-order coefficients in the Tay
lor expansion of the magnetic potential(/> M-we can make 
the zero-order part of the Hamiltonian equal to A. When the 
particle is located at the center of the chamber, the energy 
eigenstates are exactly the eigenstates of A. By choosing 
(/> (k \ ... ;,1 (0) = ark \ ... /, (O<k<2s)-which we are also free to 
do, independently of how (/> (k \ ... ;, was chosen, since this 
amounts to specifying a finite number of odd-order coeffi
cients for (/> E and even-order coefficients for (/> M-we can 
make the Z 1 "coefficient" in H equal to A as well. Although 
the coefficients (/> (k \ ... ;.J are not completely specified by this 
process, the symmetry requirements make it impossible, in 
general, to choose the coefficients A 2 and A 3 of Zz and Z 3 , 

respectively, equal to O. 
The Hamiltonian, to first order in z, is 

HI =A +zI A +Z2A 2 +Z3A3 . 

Let us assume for a moment that A has no degenerate eigen
values. Ifwe denote the eigenvalues by a; and the corre
sponding eigenstates by la;), then, according to perturba
tion theory, the energy E; of a particle in the eigenstate la;) 
is, to first order in z, the diagonal matrix element of the 
Hamiltonian HI 

E; = (a; IHI la;) 
= a; + ZI a; + Z2 (a; IA2Ia;) + Z3 (a; IA3Ia;) . 

The force experienced by particles in the eigenstate a; is de
termined from the gradient of the energy. In particular, the 
force in the XI direction, at the center of the chamber, is 

a 
FI(O) = - -E; = -a;. 

aZI 

Consequently, particles in the eigenstates corresponding to 
different eigenvalues experience different forces in the X I 

direction and are physically separated in that direction. The 
presence of additional underdetermined forces in the X 2 and 
X3 directions does not affect this separation to first order. By 
using additional homogeneous electric fields, for example, 
an experimenter could compensate for the X 2 and X3 dis-
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placements and produce displacement only in the XI 

direction. 
Actually, we have been lavish in choosing the coeffi

cientAI ofzl equal toA, for all that is needed is to have the 
matrix elements (a j IA I I a j ) = a j • This requires specifica
tion of only n = 2s + 1 real parameters rather than n2 = 4s2 

+ 4s + 1. Satisfying thefurther condition that (a j IA2 la j ) 

= (a j IA3 la j ) = 0 requires an additional2n real parameter. 
Thus only 3n real parameters are needed to produce a force 
in the XI direction proportional to the eigenvalue and zero 
forces in the X 2 and X3 directions. On the other hand, we 
have available ~~s~ o2(k + 1) + 1 = 4s2 + 8s + 3 real pa
rameters, which exceeds 3n = 6s + 3 by 4s2 + 2s, a rapidly 
increasing positive number. Therefore it is probably possible 
in most actual situations to arrange for the apparatus to pro
duce a force only in the X I direction. 

If some ofthe eigenvalues of A are degenerate, we re
place A by an operator A ' all of whose eigenstates are also 
eigenstates of A, but whose eigenvalues are nondegenerate. 
The apparatus is then set up to measure A ' and subsequently 
the subbeams of A are recombined with phase relations 
preserved. 

We have reached our goal of designing a generalized 
Stern-Gerlach apparatus which, given an arbitrary Hermi
tian operator A acting in the Hilbert space of a spin-s parti
cle, separates a beam of particles according to their eigenva
lues with respect to the operator A, and we have shown that 
the electric and magnetic fields needed for this experiment 
are consistent with Maxwell's equations. 

v. CONCLUSION 

Modulo the ability to create in the laboratory any elec
tromagnetic field consistent with Maxwell's equations, we 
have shown that, using a generalized Stern-Gerlach appara
tus, every Hermitian operator acting on the Hilbert space of 
a spin-s particle can be measured and a beam of particles can 
be produced in the state corresponding to any given ray in 
the Hilbert space. If counters can be aranged which detect 
the presence of a particle (or measure the intensity of the 
beam) without changing its spin state, then the measurement 
we have proposed is a measurement of the first kind in the 
sense ofPauli;'·l4 that is, it obeys the projection postulate of 
von Neumann6

: If the measurement is repeated immediately 
the same result will be obtained with certainty. It is also a 
minimal measurement of the operator in the sense of Her
butl' because particles in different states corresponding to 
the same (degenerate) eigenvalue are not separated and the 
phase relation between them is not altered. 

The experiments which we have proposed are admitted
ly "in principle" experiments and might be exceedingly diffi
cult to carry out in the laboratory. We have assumed that we 
can create any electromagnetic field concordant with Max
well's equations, whereas in the real world it is very difficult 
to produce electric fields with a significant gradient over the 
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size of an atom, and furthermore, the quadrupole splitting of 
energy levels is a very small effect. These technological 
points do not have any bearing, however, on whether the 
operators in question are in principle observable, in the sense 
discussed in the introduction. 

We have, of course, not answered the question in gener
al of which Hermitian operators are measurable. It should be 
possible to adapt our methods to certain other finite-dimen
sional situations if some parameter could be found that plays 
a role analogous to the electromagnetic fields used here. For 
operators on infinite dimensional Hilbert spaces, for exam
ple, the operators p + q, pq + qp, or pqp suggested by 
Wigner, even our definition of measurability would have to 
be extended. We believe, however, that the conclusive dem
onstration of the measurability of all Hermitian operators in 
the nontrivial case of spin systems, gives significantly more 
credibility to the assumption, so prevalent among physicists, 
that all nonsuperselected Hermitian operators are 
observable. 
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A kernel of Gel'fand-Levitan type for the three-dimensional Schrodinger 
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In a previous paper we introduced a Green's function for the three-dimensional Schrodinger 
equation analogous to the Green's function used to obtain the integral equation for the Jost wave 
functions in one dimension. The three-dimensional Green's function was used to define Jost wave 
functions for the three-dimensional problem and the completeness relations for these wave 
functions were obtained. In the present paper we use the three-dimensional Green's function to 
construct influence functions for the 3 + 3 ultrahyperbolic partial differential equation which 
have analogs to the causal properties of the corresponding influence functions for the 1 + 1 
hyperbolic partial differential equation. Just as the 1 + 1 influence function can be used to 
obtain an integral equation for the one-dimensional Gel'fand-Levitan kernel in terms of the 
scattering potential, we use the 3 + 3 influence function to obtain an analogous integral 
equation for our proposed Gel'fand-Levitan kernel for the three-dimensional problem. Though 
much of the formalism for finding the properties of the kernel for the three-dimensional problem 
can be carried out in a straightforward manner, the interpretation of the triangularity properties 
is more difficult than in the one-dimensional case because of the complicated geometrical picture 
associated with the notion of causality. In addition to its use in obtaining a Gel'fand-Levitan 
kernel, the 3 + 3 influence function can be used to simplify the second term in an expansion of 
the potential in terms of the minimal scattering data. This simplification is also given. In the 
Appendix the asymptotic form of the three-dimensional Jost wave function is given in a form 
which is analogous to the asymptotic form for the one-dimensional Jost wave function and which 
is compatible with our notion of triangularity for the Gel'fand-Levitan kernel. 

f( xl p) = e
ipx + J: 00 K (xl x') e

ipx
' dx'. (1) 1. DERIVATION OF THE INTEGRAL EQUATION FOR 

THE GEL'FAND-LEVITAN KERNEL IN TERMS OF THE 
SeA TTERING POTENTIAL 

The present paper will be written as a direct extension of 
Ref. 1. When equations in Ref. 1 are referred to, a prime will 
be placed next to the equation number. 

We now equate the two expressions for f( x I p) given by 
Eqs. (1) and (7'): 

In the present paper it is our objective to give an equa
tion for a proposed Gel'fand-Levitan kernel in terms of the 
scattering potential for the three-dimensional inverse prob
lem. The analagous equation for the one-dimensional prob
lem can be used to give the triangularity properties of the 
Gel'fand-Levitan kernel and to show the relation of the ker
nel to the potential (see for example, Ref. 2). As mentioned in 
Ref. 1, we shall use the Green's function (11') in its three
dimensional interpretation to construct the integral equa
tion for the Gel'fand-Levitan kernel, just as it is used in its 
one-dimensional interpretation for the integral equation for 
the one-dimensional kernel as in Ref. 2. To review the treat
ment for the one-dimensional problem, we repeat some of 
the results of Ref. 2. 

The Jost wave functionf( xlP) which satisfies the inte
gral equation (7') using the Green's function (II') is given in 
terms of the Gel'fand-Levitan kernel 

a)Research sponsored by the U.S. Army Research Office under Grant No. 
DAAG 29-78-G-0003 P-14919-M. 

J
+ 00 

~ 00 K ( X Ix') eipx
' dx' 

J
+ 00 

= ~ 00 GpAx - x') V(x')f(x'i p) dx' 

J
+OO 

= ~ 00 GpAx - x') Vex') e
ipx

' dx' 

J
+ ooJ+ 00 + ~oo ~oo GpAx-x')V(x')K(x'lx")eiPX"dx'dx". 

(2) 

On multiplying through by (l/21T) e ~ ipy and integratin[.; 
with respect to y and using (21T) ~ 1 S ~:: eipx dp = 8(x), we 
have 

J
+ 00 

K(xly)= ~oo R(x-x'ly-x') V(x')dx' 

J
+ooJ+oo + ~oo ~oo R(x-x'ly-x")V(x') 

X K (x'i x") dx' dx", 0) 
where 

f
+ 00 

R (wlz) = (21T) ~ 1 ~ 00 GpJ(W) e ~ izp dp 

J
+ooJ+oo 

= (21T) ~ 2 ~ 00 ~ 00 eikw e ~ izp y(p,k) dp dk. (4) 
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The second of Eqs. (4) follows from Eqs. (10') and (11 '). 
Our choice of Eq. (11') for y( p,k) is motivated by the 

fact that R (wlz) and K (xl y) have appropriate triangularity 
properties for the one-dimensional case. 

For any choice of y(p,k) such that 
(p2 _ k 2) y(p,k) = 1, it follows that 

a2 a2 

- R (wlz) - - R (wlz) = - 8 (w) 8 (z), (5) 
aw2 az2 

(i.e., R (wlz) is an influence function for the 1 + 1 hyperbolic 
differential equation. As we have shown in Ref. 2 and shall 
show again below, the choice of (11 ') for y(p,k) makes 
R (wlz) causal or, equivalently, triangular. In turn, the trian
gularityinR (wlz) assures us thatK (xl y)willhaveappropri
ate triangular properties. Let us define 

(6) 

Ha is thus the kinetic energy operator. From Eqs. (3)-(5) 

(H~ -Ht;)K(xly)=8(x-y) V (x) + V(x)K(xly), 
(7) 

or on defining K to be the integral operator whose kernel is 
K (xl y) and I to be the identity operator which, wh~n ex
pressed as an integral operator, has as its kernel8(x - y), Eq. 
(7) is 

HU= UHa, (8) 

where U is the wave operator given by U = I + K. Equation 
(8), in fact, is one of the starting points of the theory of in
verse scattering as discussed in Ref. 3. 

From Eq. (4) using Eq. (11') (see also Ref. 2), 

R (wlz) = !1J(w - Izl), (9) 

where 1J(x) is the Heaviside function 

1J(x) = 0, for x < 0; 1J(x) = 1, for x;;;,O. (10) 

The expression Eq. (9) for R (wlz) is a double Fourier 
transform of y( p,k ) and for the one-dimensional problem is 
most conveniently obtained by first evaluating GpAw) and 
then using the first ofEq. (4). We make a point of this man
ner of evaluating R (wlz) because in the three-dimensional 
case GpJ cannot be evaluated. Nevertheless, it is still possible 
to obtain the three-dimensional analog of R (wlz). 

From Eq. (3), one obtains after the methods used in Ref. 
2, in which the causal character of R (wlz) as given by Eq. (9) 
plays an essential role, 

K (xl y) = 0, if x <y, (11) 

f

<X + y)l2 f<x + y)/2 

K (xl y) = ~ _ <x V(x') dx' + ~ _ 00 V(x') 

X ( K (x'lz) dx' dz + ! IX V(x') 
)y-x+x' <x+y)/2 

X iY 

+x -~' K (x' Iz) dz dx', if x;;;'y. (12) 
y-x+x 

From Eq. (12) we obtain the familiar result 
V(x) = 2(d /dx) K (xix). 

We shall now repeat the arguments which lead to the 
three-dimensional analog of Eq. (3). The three-dimensional 
analog of R (w Iz), the "double Fourier transform" of y( p,k ), 
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is an influence function for the 3 + 3 ultrahyperbolic partial 
differential equation. This analog can be found explicitly. It 
is a distribution with "causal" or "triangular" properties. 
However, because it is difficult to visualize these concepts in 
the six-dimensional space, we are as yet unable to write the 
analog of Eq. (11) or (12). The bulk of the present paper is 
devoted to deriving the analog of R (wlz). 

We now parallel for three dimensions what we have 
done for one dimension. We shall represent the Jost function 
of Eq. (20') as 

f(xlp) = eip
•
x + f K (xix') eiP

'
x

' dx', (13) 

where the integration is taken over all space. On equating the 
expression for the Jost function by Eq, (13) with that in 
terms of the Jost Green's function given by Eq. (20') in a 
manner entirely analogous to the derivation of Eq. (3), we 
obtain an equation for the proposed three-dimensional Gel
fand-Levitan kernel K (xix'): 

K (xIY) = f R (x - x'i y - x') V(x') dx' 

+ f f R (x - x'i y - x") 

X V(x')K(x'lx")dx'dx", (14) 

where the influence function R (wlz), which satisfies the in
homogeneous 3 + 3 ultrahyperbolic equation 

V~ R (wlz) - V~ R (wlz) = - 8(w) 8(z), (15) 

is given by 

R (wlz) = (21T) - 3 f GpJ (w) e - ip·z' dp, (16) 

R (wlz) = (21T) - 6 f f e,k.w e - iz'p y(p,k) dp d k. (17) 

The three-dimensional analog of Eq. (7) is 

(H~ - Hb) K (xl y) = 8(x - y) V(x) + V(x) K (xl y), (18) 

where 

(19) 

The analog ofEq. (8) also follows from Eq. (19) as did Eq. (8) 
itself from Eq. (7). 

Equation (1) for the one-dimensional Jost wave func
tion in terms of the triangular Gelfand-Levitan kernel as 
well as the integral equation (7') for the wave function con
tains the boundary condition limx~ _ 00 f(xlP) = eipx

. In the 
Appendix we shall derive the analogous boundary condition 
for the three-dimensional Jost wave function, even though 
we cannot evaluate the Jost Green's function of Eq. (20') or 
give the triangularity properties for the three-dimensional 
Gel'fand-Levitan kernel in a completely explicit form. 

2. DERIVATION OF THE EXPRESSION FOR THE 3 + 3-
DIMENSIONAL INFLUENCE FUNCTION 

It will be useful to write 

1 
R (wlz) = -- V~ H (wlz), 

41Tlz l 
(20) 

where z is the optical radius of z and H (wlz) is given by 
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H (wlz) = - _lz_l_ f f elk ... e - iz·p r(p,k) dp d k . (21) 
(21T)41T k 2 

Our major effort will be to obtain H (wlz) which will be a 
perfectly well behaved function exhibiting causality proper
ties. By contrast, R (wlz) will be a symbolic function because 
of the operation V~ in Eq. (20). We shall first evaluate the 
integral with respect to p in Eq. (21). One has 

f e - iz·p r(p,k) dp = f e - iz·p [7J(k) r _ (p2 - k 2) 

+ 7J( - k) r + (p2 - k 2)] dp. (22) 

However, as is well known, 

f e - iz·p r ± (p2 - k 2) dp = (2;)2 Izl- I exp( ± ilzllk I), 

(23) 

so that Eq. (22) becomes 

f e - iz·p r(p,k) dp = (2;)2 Izl- I [7J(k) exp( - ilzllk I) 

+ 7J( - k) exp(ilzllk I)] 

= (21T)2 Izl- I e - ilzlk . (24) 
2 

Thus, from Eq. (21), on using optical coordinates for the 
integration over k [k = k (sinO cog¢J, sinO sintP, cosO)] and 
optical coordinates for w [w = w(sinO' cog¢J', sinO' sintP', 
cosO ')], 

1 i21T 
H (wlz) = - -- dtP 

(21T)3 0 

i1T/2 f+ 00 

X sinO dO eik (.1. - Izl) dk, 
o - 00 

(25) 

where 

A = w[sinO sinO' cos(tP - tP ') + cosO cosO']. (26) 

Since only the absolute value of z appears, it will be 
useful to define 

q= Izl, 

and 

H (wlq) = H (wlz) 

In Eq. (25) we introduce the variable 

p = tP - tP '. 

We note that 

f1T dp ... = 2 i1T dp .... 

Thus, from Eq. (25), 

1 i1T 11T12 H (wlq) = - 2r 0 dp 0 sinOD (A - q) dO, 

A = w(sinO sinO' cosp + cosO cosO '). 

(27) 

(28) 

(29) 

(30) 

(31) 

To carry out the integration ofEq. (31) we must go from the 
variables of integration p,O to the variables A,O. Thus, 

H(wlq) = - -l-f dO f Jp D(A - q) dA, 2r JA 
(32) 
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where we still must specify the domain of integration in the 
O-A plane. 

From the second of Eqs. (31), 

Jp = 1 
JA w sin p sinO sinO' 

(33) 

Hence, A is a monotonic decreasing function of p for w> 0 
and is a monotonic increasing function of p for w < O. 

I t is necessary to consider several cases. 
Case 1: w > 0, 0 < 0' < 1T/4: First consider the domain 

of integration in the p-O plane which is given in Fig. 1. The 
domain consists of a rectangle bounded by the straight lines, 
denoted by LI ,L2 ,L3 , andL4 , which considered as curves in 
the plane are given by p = 0, p = 1T, 0 = 0, and 0 = 1T/2, 
respectively. Figure 2 shows how this domain appears in the 
A-O plane. The lines Li map into the curves shown in Fig. 2. 
ThelineL I becomes the curve A = w cos(O - 0 '), thelineL2 

maps into the curve A = w cos(O + 0 '), thelineL4 is the line 
segment 0 = 1T/2, while the line L3 degenerates to the point 
(O,w cosO '). The curve corresponding toLl has its maximum 
at 0 = 0 '. The domain of integration naturally splits up into 
three regions denoted by region I, region II, and region III. 
For any value of q, draw the line A = q in the O-A plane If 
q > w, then because of the presence of the D function in Eq. 
(32), we have 

H (wlq) = 0, q> w. (34) 

More generally, we see that from the second of Eqs. (31) 

sinp sinO sinO' = [sin20' sin2/3 - (cosO - cos/3 cosO ')2] 1/2 , 

(35) 

where /3 is defined by 

cOs/3=A /w. 

In Eq. (36) and later we take 

0</3<1T. 

Putting in the limits of integration in Eq. (32) gives 

L
2

: p::: Tf 

TI 

2" 

FI G. I. Domain of integration in the (J = p plane. 
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Region II 

.5w 

~--------4(}, I.; sine'} 

~ Region III 

;L2: Ie;: w cos(S.9') 

I 

e' I - 0' 

(,.. - w sinS') 

-.5\0,' 

FIG. 2. Domain of integration in the £I-A plane (w> O. B' < 1T/4). 

1 ItTI2 1W cos(& - [1') 

II (wlq) = - -- dO 8(A. - q) 
2-rr2w 0 W cos(& + & ') 

X [sin20' sin2fJ - (cosO - cos/3 cosO ')2] - 1/2 dA. . 
(38) 

We now interchange the order of integration in the double 
integral and thus have 

1 fW JI (wlq) = - -- 8CA. - q) dA. 
2-rr2w- IV sinO' 

(39) 

where 0 1 (A. ) is the curve consisting of L2 and the left-hand 
branch of L I in Fig. 2 and O2 (A. ) is the curve consisting of L4 
and right-hand branch of LI . 

We can now integrate over A. and because of the 8 func
tion obtain 

1 le,(Q) 
H(wlq) = - -- [sin20' sin2a 

2 -rr2 W 11M) 

- (cosO - cosa cosO ')2] - 112 dO. (40) 

In Eq. (40), a is defined here and later by 

cosa = q/w. O<;a<;l7. (41) 

The values of 01 (q) and O2 (q) are those values of 0 which are 
obtained from the intersections of the straight line A. = q 
with the curves 01 (A. ) and O2 (A. ), respectively. 

For w > q > w cosO' (i.e., where A. = q lies in region I of 
Fig. 2), 

OJ (q) = 0' - a, O2 (q) = 0' + a. (42) 

We can now evaluate the integral ofEq. (40) in closed form: 
Let the variable of integration x be defined by 
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x= 
cosO - cosa cosO' 

(43) 
sinO'sina 

It is to be noted that x is a monotonic decreasing function of 
o and thus there are no troubles with branches. Then 

1 5+ 1 

H(wlq) = - -- (l-x2
) -112 dx 

2-rr2 W - I 

or finally 

__ 1_ (+1 (l_X2)- 1/2 dx, 
~wJo 

H(wiq)- - -- w>q>wcosO'. 
- 217W' 

(44) 

For w sinO' < q < w cosO', i.e., A. = q is in region II of Fig. 2, 

01(q)=a-O',02(q)=a+O'. (45) 

On evaluating the integral ofEq. (40), one obtains the same 
expression for H (wlq) as in Eq. (44). Finally, for this case we 
take w sinO' > q > 0, i.e., A. = q is in region III. 

In this case, 

0 1 (q) = a - 0', O2 (q) = 17/2. (46) 

Then 

H(wlq) = _1_ (-cotacote' (1-x 2 )- 1I2 dx 

2~wJI 

or finally 

= __ 1_( I' (l-X2)-1I2dx 
2~w Jo 

+ [OlaCOIO' (l-X2 )- I12 dX), 

H(wlq) = - _1_ [!!.... + sin -I(cota co to ')] . (47) 
2~w 2 

In Eq. (47) the principal branch is taken of sin - I. 

From the conditions on q we see that 

cosa < sinO' or cosa < cos(17/2 - 0 '). 

Hence, 

a > 17/2 - 0' or a + 0 ' > 17/2 

and 

cos(a + 0 ') < 0 or cota cotO' < 1. (48) 

The inequality ofEq. (48) assures us that the argument of 
sin - I in Eq. (47) is less than unity and the principal branch is 
defined and real. 

Thus, for 0 ' < 17/4, w> 0, we may summarize our re
sults as follows: 

H(wlq) = - [7j(q-wsinO')-7j(q-w)] (_1_) 
217W 

_ [7j(WSinO'-q)J[_1- + _1_ 
417W 2~ W 

X sin - I (cota cotO')] , (46a) 

where 7j(x) is, as usual, the Heaviside function 7j(x) = 1 if 
x> 0, and 7j(x) = 0 if x < O. 

Case 2: W > 0,17/4 < 0' < 17/2: The domain of integra
tion for this case is given in Fig. 3. Despite the difference in 
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~l : ),::: W cos (8- e' ) ~--""'---"'I c;. w sine') 

Region II 

Reg::'on III 

TI 

4" e' 

_.5\-,1 

(~, - w sinS') 

FIG. 3. Domain of integration in the 8-A plane (w > 0, 8' > 1T/4). 

the structure of the domains of integration, the expression 
for H (wlq) for this case is identical to that for case 1, namely, 
Eq. (46a). The details of the calculation are omitted, since 
they are very similar to those for case 1. 

Case 3: w < 0: The domain of integration is shown in 
Fig. 4. Again, despite the differences in the domains of inte
gration between the present case and the previous ones, the 
details of the calculation are very similar. We obtain 

H(wlq)= _1 ___ 1- sin - 1 (lcotal cotO').(47a) 
41TW 2rr W 

We can now write the general form for H (wlq): 

H (wlq) = - [1](w - q) - 1](w sinO' _ q)] _1_ 
21TW 

- 1]( I W I sinO' - q) 

X [_1_ + _1_ sin - 1 (lcotalcotO')], 
41Tlwl 2rrw 

(48a) 

To summarize, 

R (wlz) = _1_ V~ H(wlz), (49) 
41Tlzl 

where H (wlz) = H (wlq) with H (wi q) being given by Eq. 
(48a) and 

q = Izl and cosa = Izl/w (0 < a < 1T). (49a) 

Clearly, R (wlz) is a distribution, since it involves derivatives 
of a function. 
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To evaluate integrals of the form which appear in Eq. 
(14), we consider test functionsf(x) and first evaluate the 
functions 

gl (x) = J _l_ H (xlz)f(z) dz, 
41Tlzl 

g2(X,y)=J 1 H(x-x'ly-x')f(x')dx', 
41T1 y - x'i 

g3(X,y) f 1, H(xl y - x')f(x') dx'. 
41T1 y - x I 

(50) 

For suitable test functions, these functions are well defined. 
We now define 

by 

G1 (x) = f R (xlz)f(z) dz, 

G2(x,y) = f R (x - x'i y - x')f(x') dx', 

G3(x,y) = f R (xl y - x')f(x') dx' 

G1 (x) = V; gl (x) , 

G2 (x,y) = V; g2 (x,y), 

G3 (x,y) = V ; g3 (x,y), 

respectively. 

3. TRIANGULARITY CONDITIONS 

(51) 

(52) 

From the explicit expression for H (wlq) given by Eq. 
(49), it is seen that R (wi z) vanishes in the six-dimensional w
zspacewhen forw > O,lzl > worforw <O,lzl > - w sinO'. A 
coarser domain in which R (xlz) vanishes is given by 

-.5101' 

(~, - w sir.S') 

L
2

: A:: W cos(€+€') 

~ Regior. I 

TI TI 

e' 4 2 

(~, w' sine') 

-.5101' Region :r 

),,"-wcos(8-€') 

FIG. 4. Domain of integration in the 8-A plane (w < 0, e' < 1T/4). 
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R (wlz) = 0, for Izl> Iwl . (53) 

The triangularity conditions on R (wlz) should lead to 
triangularity conditions on K (xl y) through the use of Eq. 
(14). It seems hard to show this triangularity in general. 
However, for the important special case in which the poten
tial V(x) vanishes identically for sufficiently large x, i.e., 

V(x) =0, for Ixl>R>O, (54) 

we shall show 

K(xl y) - 0, I yl-Ixl >2R (55) 

if the solution K (xl y) of Eq. (14) is unique. 
Actually, one can see from the proof that follows that 

K (xl y) probably vanishes in a smaller domain of the six
dimensional space. The condition (55) is not inconsistent 
with our three-dimensional treatments of Refs. 4 and 5 in 
which the triangularization condition is taken as 
K(xl y) _ o for I yl > Ixl· 

We now proceed to the proof ofEq. (55) under the con
dition ofEq. (54), i.e., we shall take 

I yl-Ixl >2R (56) 

and show that 

K(xl y)=O (57) 

is a solution ofEq. (14). The assumption of the uniqueness of 
the solution then completes the theorem. 

We shall first show that under the condition ofEq. (56) 
the first term on the right ofEq. (14) vanishes. From Eq. 
(56), 

However, 

I yl + Ixl>1 y - xl 

and thus 

I y 12 - I X 12 > 2R (I y - x I) . 

(58) 

(59) 

(60) 

From Eq. (54) we only need consider x' on the right-hand 
side ofEq. (14) such that 

Ix'i <R. (61) 

Thus, from Eq. (60), 
I Yl2 - Ix1 2> 21x'll y - xl > 2x'·( y - x). (62) 

From Eq. (62), 

(63) 

Thus, from Eq. (53) the first term on the right ofEq. (14) 
vanishes. 

Now let us consider the second term on the right ofEq. 
(14). Since we are assuming Eqs. (56) and (57), the only 
possible contribution from the integration in the x' and x" 
variables comes from the six-dimensional domain 

Ix'I-lx"I>2R. 

However, from Eq. (61) it follows that 

-lx"I>R 

(64) 

(65) 

and hence there is no domain of integration in the x',x" var
iables which give a nonzero contribution to the second term. 
Thus, we have proved our theorem. 
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4. AN ALTERNATIVE FORM FOR THE DISTRIBUTION 
R(wlz) 

From Eqs. (20), (21), and (25), 
d 2 

V~ H(wlz) = --H(wlz). 
d Izl2 

(66) 

Hence, since H (wlz) in its dependence on z depends only on 
Izl, we have on expressing the operator V; in terms of polar 
coordinates 

41TR (wlz) = V; [H(wlz)/lzll . (67) 

When we apply R (wlz) to a test function and integrate 
by parts, we obtain the distribution R (wlz) in a form more 
compatible with the notion of generalized differentiation in 
terms of test functions 

41T f R (wlz - z')J(z') dz' 

= f [H (wlz - z')/lz - z'll V;, J(z') dz'. (68) 

In this form the influence function R (w I z) is more easily used 
when solving the analog of the initial value problem for the 
3 + 3 ultrahyperbolic partial differential equation. 

5. AN APPLICATION OF THE INFLUENCE FUNCTION TO 
AN EXPANSION FROM THE INVERSE PROBLEM 

In a very early paper on the inverse scattering problem 
for the three-dimensional Schrodinger equation (Ref. 6), the 
author gave an expansion for the construction of the scatter
ing potential in terms of a surprisingly small portion of the 
scattering amplitude. To be explicit let us consider a solution 
of the Schrodinger equation 

[ - V2 + V(x)] t/I(xlk) = k2t/1(xlk) (69) 

subject to the boundary condition that it be asymptotically 
representable as the sum of a plane wave and an outgoing 
spherical wave 

eilkllxl 
lim1xl •

oo 
¢(xlk) = (21T) - 3/2 e,k.x + b (k',k) --, (70) 

Ixl 
where 

k' = Ikl(x/lxl) , (70a) 

in the usual fashion. 
Let us define 

b (k) = b (- k,k), kz>O. (71) 

To define b (k) for k z < 0, we write 

b ( - k) = b *(k). (72) 
Clearly, b (k) defined by Eq. (71) is the amplitude of the 

spherical wave when observed in a direction opposite to the 
direction of propagation of the incident plane wave with k 
pointing in a hemisphere about the z axis. In Ref. 6 it is b (k) 
which is the portion of the spherical wave amplitude which is 
required for the reconstruction of the scattering potential. 
Though a particular axis (the z axis) plays a special role in 
the definition of b (k), one could use any axis with respect to 
which the definition could be made. 

In Ref. 6 one obtains a set of equations from which one 
can obtain the scattering potential V (x) in terms of b (k). On 
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replacing b (k) by €b (k) and on writing Vex) = 'l:k' ~ I €k 

X Vk (x), one can obtain expressions for Vk (x) in terms of 
Fourier integrals of distributions. The expression for VI (x) 
is simple and can be given immediately. The expression for 
V2 (x) is more complicated and involves the use of R (wlz): 

VI (x) = - ( l~S )1/2 I b (k) e- 2ik.x dk, (73) 

as before. However, now 

v (x) = -±- v2 II H(2x - x' - x"lx' - x") 
2 x I'" I 1T X - X 

X VI (x') VI (x") dx' dx" . (74) 

APPENDIX 

In this Appendix we prove 

lim I(xl p) = lim eip.x 

x---.. - 00 x-· - 00 

= - ~1Ti eipx 0 (fJ - Ii ) 0 (ifJ - u), 
xp smfJ 

where we use optical coordinates for x and p: 

x = x(sinli cosu, sinli sinu, cosA. ), 

p = p(sinfJ cosifJ, sinfJ sinifJ, cosfJ). 

We start with 

(AI) 

(A2) 

lim eip.x = - - ~1Ti eipx 0 (fJ - Ii) 0 (ifJ - u). (A3) 
x~ ± 00 xp smfJ 

Equation (A3) is a well-known one which shows how plane 
waves can be represented asymptotically as spherical waves 
in the sense of distributions. It is usually proved using sad
dle-point methods. A heuristic method is used in Ref. 4 to 
prove the relation in terms of ordinary spherical coordinates. 

From Eqs. (ISa') and (55') and the above equations, 

x-- - 00 

= - 21Ti[ (21T)3/2 E 1/4(2 sinfJ) 1/2] - I 

X !!...- o(fJ - Ii ) O(ifJ - u) [exp(iaE I!2X )]. (A4) 
x 

Now the outgoing eigenfunction t/J _ (xlp) is written in terms 
of the energy-angle representation as 

(xl H,A ;E,a,e,ifJ) _ = E 1/4[(sinfJ)/2] 1/2 t/J _ (xlp), 
(AS) 

where t/J _ (xlp) is given by Eq. (18'). 
We now want to let x-+ - 00 in (xl H,A ;E,a,e,ifJ ) _ . 

In the usual elementary treatments of scattering, the asymp
totic limit is expressed as the sum of a plane wave and an 
outgoing spherical wave whose amplitude is simply related 
to the scattering operator. However, in the sense of distribu
tions, the plane wave portion of the asymptotic limit should 
be expressed in terms of spherical waves using Eq. (A4). 
Expressing the amplitude of the outgoing spherical wave in 
terms of the scattering operator 
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lim (xl H,A ;E,a,fJ,ifJ ) _ 
x-_ - 00 

= - 21Ti[ (21T)3/2 E 1/4(2 sinli ) x] - I 

X [Oa,1 eiEI/2x 0 (fJ - Ii) O(ifJ - u) 

- e-iEll2x (- l,J.,uIS(E)la,e,ifJ)]. (A6) 

InEq. (A6), (a',e ',ifJ 'IS(E)la,e,ifJ) is the reduced scattering 
operator defined in Eq. (58'). 

In analogy to Eqs. (58') and (38') we define 
(a,fJ,ifJ 11l-- (E)la',e ',ifJ') and (a,e,ifJ Ill::: I(E)la',fJ ',ifJ ') by 

(Ho, Ao ;E,a,e,ifJ 1M _ I Ho ,Ao ;E' ,a',e ',ifJ ') 

= 0 (E - E')(a,e,ifJ 11l-- I (E)la',e ',ifJ '), 

(Ho ,Ao ;E,a,e,ifJ 1M::: IIHo ,Ao ;E ',a',e ',ifJ') 

= o(E - E ')(a,e,ifJ Ill::: I(E)la',e ',ifJ '), (A7) 

respectively. We have from M ::: 1M _ = I and from Eq. 
(46') the following two results, respectively: 

f. f1T difJ " 11T12 dfJ" (a,e,ifJ III ::: I(E)I a",fJ ",ifJ ") 

X (a",e",ifJ "11l- (E)la',e ',ifJ') 

= 0a,a' o(e - fJ') o(ifJ - ifJ '), (AS) 

(a,e,ifJ Ill::: I (E)la' t~ ',ifJ ') 

= 0a, + I 0a,a' o(e - e') o(ifJ - ifJ ') 

+ 0a,_I(-l,e,ifJIS(E)la',e',ifJ'). (A9) 

Thus, 

lim (xl H,A ;E,a,e,ifJ) _ 
x--. - 00 

= x~iIJ] 00 .f. f1T difJ' 11T!2 de' 

X (xl Ho, Ao ;a',e ',ifJ') 

X (a',fJ ',ifJ 'Ill::: I(E)la,e,ifJ)· (AlO) 

From the first of Eqs. (33'), 

(xl H,A ;E,a,e,ifJ ) 

= I (21T difJ' (1T12 de' (xl H,A ;E,a',e ',ifJ') _ 
a' Jo Jo 
X(a',e',ifJ'lll_ (E)la,fJ,ifJ)· (All) 

Finally, from Eqs. (AlO), (All), and (A8), 

lim (xl H, A; E,a,fJ,ifJ ) 
x--+ - 00 

= lim (xIHo,Ao ;E,a,e,ifJ ) , (Al2) 

which isjust Eq. (AI). 
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Five-term WKBJ approximation 
R. N. Kesarwani 
Department 0/ Mathematics, University a/Ottawa, Ottawa, Canada Kl N 9B4 

Y.P. Varshni 
Department 0/ Physics, University a/Ottawa, Ottawa, Canada Kl N 9B4 

(Received 18 July 1979; accepted for publication 23 August 1979) 

An expression is derived for the five-term WKBJ approximation. 

I. INTRODUCTION 

Only a few problems in quantum mechanics can be 
solved exactly, and approximation methods are therefore of 
great practical importance. The WKBJ methodl--4 is one 
such important method. The single-term (first-order) 
WKBJ approximation is frequently used in practical appli
cations to bound state problems. 

Dunhams obtained the second and third nonzero terms 
in the WKBJ quantization condition. Kreiger et al. 6 have 
used the three-term WKBJ approximation to calculate some 
eigenvalues for the potentials of the form V(x) = AX2v. The 
three-term WKBJ approximation has been used by Kesar
wani and Varshni,7and by Kirschner and Le Roy,S to calcu
late the eigenvalues for the Lennard-Jones potential; the for
mer authors evaluated the contour integrals analytically, 
while the latter used a quadrature procedure. The three-term 
WKBJ method has been applied also to a quartic potential 
with a finite binding energy.9 The fourth term in the WKBJ 
approximation has been derived by the authors lO and the 
four-term WKBJ method has been used successfully to cal
culate the eigenvalues of high accuracy for the Lennard
Jones potential. lo 

In the present paper we derive an expression for the fifth 
nonzero term in the WKBJ approximation. The final expres
sion for the five-term WKBJ approximation is put in a form 
such that the integrands occurring in the expression are free 
of nonintegrable singularities. 

II. DERIVATION 

We start with the time-independent Schrodinger 
equation, 

d 2 l/J 2/1 - + - [E- V(x)]l/J=O, 
dX2 fz2 

(1) 

where the symbols have their usual meaning. The WKBJ 
approximation consists in seeking a solution in the form, 

l/J = exp( ~ r y(x,E,fz) dX) , 

where y(x,E,fz) is represented by an asymptotic series 
expansIOn 

y(x,E,fz) = ,to ( ~ )'y,(X,E) . 

They, = y,(x,E) are determined in succession from 

Yo = ± [2/1(E - V)]I12 

and the system of differential equations 

(2) 

(3) 

(4) 

" y;, 1 == - I y" mYm 
m - 0 

(5) 

obtained by inserting (2) in (1) and equating to zero the coef
ficients of successive powers of fz. Here the prime denotes the 
differentiation with respect to x. The recursive formulas for 
y" for odd and even n take the following forms: 

- y()/2yo if k = ° 
[ - Y2 12Yn ]' if k = I 

k 

[ - Ylk l2yo ]' - (lIyo) I y,Yu t I , 

\" ==- 2 

if k = 2,3, ... , 
(6) 

y,,, = [ - y J /2yo]' - y~/2yo if k = 2 

{ 

[ - YI 12yo]' + y~ /2yo if k = 1 

- [ - Y2k - I 12yo]' - (1lyo) :~~ Y,Yu ,- yU2yo 

if k = 3,4, .... 

The discrete energy levels are obtained from the quanti
zation condition 

(v + !)h = f,Yo dx + ,t2 ( ~ Y f, Ys (x) dx, (7) 

where v is the quantum number, and the domain of x is the 
complex plane cut along the real axis between the classical 
turning points and the integration is carried along a contour 
c enclosing the classical turning points but no other singular
ities of the integrands, and not crossing the cut. 

We note here that the series expansion (3) is only semi
convergent and cannot yield an exact solution in all cases. II

•
I
' 

Care must be given to the degree of precision with which Eq. 
(7) leads to satisfactory approximations to the energy levels. 
It is expected, however, that the approximation will be good 
whenever the terms of the series on the right-hand side of(7) 
diminish rapidly; and that an exact result is obtained in case 
the series involved is convergent. II For the calculation of 
energy eigenvalues for potentials which have two classical 
turning points, the WKBJ approximation holds best when 
the two classical turning points are well separated (i.e., for 
high quantum numbers) and the potential is slowly varying. 
For most diatomic potentials for which V(r) ex: (r - re)2 in 
the neighborhood of the minimum, the WKBJ approxima
tion works very well. However, if one is dealing with a rapid
ly varying potential, the series in (7) may not be convergent 
for very small quantum numbers, and it should be terminat
ed at an appropriate term. 

Simplifying Eqs. (6) successively, we obtain 
YI = - y[)/2yo together with 
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2Y3 = [-Y2/YO]', 

2ys = [!(Y2/Yof - Y4/YO ]' , 

2Y7 = [ - ! (Y2/YO)3 - Y6/YO + Y4 Y2/Y~]' , 

2Y9 = [!(y2/YO)4 - Yg/Yo + (Y6Y2 + ivD/Y~ - Y4y;lY6]' , 

2YII = [ - ! (Y2/YO)5 - YIO/YO + (ygY2 + Y6Y4)/Y~ 
- (y6Y~ + Y~Y2)/Y~ + Y4yUY6]' , 

2Y13 = [ ~ (Y2/YO)O - YI2/YO + (YIOY2 + YgY4 + !y~)/y~ 
- (ygY~ + 2Y6Y4YZ + ~Y!)/Y6 
+ (y6Y~ + ~Y~Y~)/Y6 - Y4yUY6 l', 

etc., and 

2yz = [ - YI /yo ]' + yi /yo , 

2Y4 = [ - Y3/YO]' - y~/yo , 

2Y6 = [ - ys/yo + Y3YZ/Y~ ]' + yVyo + yUy~ , 

2yg = [ - Y7/YO + YsYz/Y6 - Y3y;lY6]' 

- yVYo - 3Y~Yz/Y6 - yi/Y6 , 

2yIO = [ - Y9/YO + (Y7YZ + YSY4)/Y6 

- (y5Y~ + !yj)/Y6 + Y3Y~/Y6]' 
+ Y; /Yo + 3Y~Y2 /Y6 + ~ yjy~ /Y6 + y~ /Y6 , 

2YI2 = [ - YII /yo + (Y9Y2 + Y7Y4)/Y6 

- (y7Y~ + 2YSY4Y2 - !Y~Y3)/Y6 
+ YsY~/Y6 - Y3Yi/Y~], 
- yUYo - (3y;yz - 2y! )/Y6 - ~ y~y;lY6 

- 7y~y~ /Y6 - y~ /Y6 , 
etc. 

Since Y3 ,Ys ,Y7 , ... reduce to become derivatives the inte-
grals !PeY3 dx, !PcYs dx, !PeY7 dx, ... along a closed contour 
vanish. It is only Yo andyz 'Y4'Y6, ... that contribute nonzero 
values to the right-hand side of (7). 

On considering contribution due to terms up to Y9, the 
quantization condition (7) takes the form 

v + ! = II + I z + 13 + 14 + Is , (8) 

where II '/2'/3 '/4' and Is represent the contributions due to 
Yo 'Y2 'Y4 ,Yo, and Y8' respectively, and are given by 

II = (2fl)1I2/fz,[ (E _ V)1/2 dx, 
21T I 

I
z 

= fz/(2~)1/2 ,[ V'Z(E _ V) - SI2 dx , 
21T 1 

13 = [fz/(2fl)II2]3,[ [49V,4 - 16V'V"'(E _ V)2] 
2121T J 

x(E - V), 11/2 dx, 

14 = - [fz/(2fl)ll2]5 ,[ [1675V,6(E _ V) -17/2 
2171T I 

and 

+ 4020V,4V"(E - V)- IS/2 + 48(20 V t3 V'" 

+ 49V,2V"2)(E - V) - 13/2 + 64(18V'V" V'" 

_ V"J)(E - V) -,1112 + 128V"'Z(E _ V) - 912] dx, 

Is = - [fz/(2fl)liZ r ,[ [1115525 V'8(E _ V) - 23/2 
2Z41T I 
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+ 3569680V'OV"(E - V)- 21/2 + 32(29140V'sV'" 

+ 107637V,4V,,2)(E - V)-19/2 + 128(1105V,4V(4) 

+ 11476V,3V"V'" + 7466V,2V,,3)(E - V)-1712 

+ 256(884V,2V" V(4) + 754V'ZV"'Z + 848V'V,,2V'" 

+ 365 V "4)(E - V) - IS/2 + 2048(28 V' V'" V(4) 

_ 3V"V"'Z + 19V"ZV(4)(E _ V) 1312 

+ 4096 V(4)'(E - V) ,- 11/2] dx . (9) 

The nonintegrable singularities at the classical turning 
points in the integrands of 12 '/3 '/4'/S can be removed using 
the method of Kreiger et al. 6 and (8) can be written in an 
equivalent form with II ,/z '/3 '/4' and Is given by 

II = (2fl y!2 /fz 1" (E _ V) 112 dx , 
1T Jr] 

I
z 

= _ fz/(2fl)l12 ~ ('2 V"(E _ V)-1I2 dx. 
4!1T dE Jr, 

I = [fz/(2fl)lIzJ3 ~ r2

(7V,,2 _ 5V'V"') 
3 6! 41T dE 3 Jr, 

X (E - V) - liZ dx , 

I = _ [fz/(2fl)I12]5 [£. 1" (93V,,3 - 224V'V" V'" 
4 9!21T dES J. 

and 

+ 35V(4)V'2)(E - V)- 112 dx 

+ 216 d
4

4 
1" V"'Z(E _ V) - liZ dX] , 

dE Jr, 

[fz/(2fl)I12]1 [~fr2 (1143V,,4 + 2065V,,2V(4) 
10! 481T dE 7 r, 

- 175 V,3 V(S)(E - V) - 1/2 dx 

- -- (352V" V"'z + 6511 V"ZV(4) dO fr
, 

dE 6 
r, 

X (E - V) - liZ dx - 20 £. 1"(29 V(4)' 
dES J, 

+ 173 V'" V(S)(E - V) - liZ dX] . (10) 

Here r l and rz are, respectively, the smaller and larger posi
tive roots of E - Vex) = 0, and v(n) represents the nth de
rivative of V. 

Equation (8) in conjunction with (10) can be used for 
calculating the eigenvalues for suitable potentials to a high 
degree of accuracy. 
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The rosette of rosettes of Hilbert spaces in the indefinite metric 
state space of the quantized Maxwell field 

w. Gessner and V. Ernst 
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The indefine metric space Sm of the covariant form of the quantized Maxwell field M is analyzed in 
some detail. Sm contains not only the familiar pre-Hilbert space LO which occurs in the Gupta
Bleuler formalism ofthe/ree M, but a whole rosette of continuously many, isomorphic, complete, 
pre-Hilbert space U disjunct up to the zero element of Sm. The U are the maximal subspaces of Sm 
which allow the usual statistical interpretation. Each LO corresponds uniquely to one square 
integrable, spatial distributionjO(x) of the total charge Q = O. If M is in any state from Lq, the bare 
chargejO(x) appears to be inseparably dressed by the quantum equivalent of its proper, classical 
Coulomb field E(x). The vacuum occurs only in the state space L ° of the free Maxwell field. Each U 
contains a secondary rosette of continuously many, up to 0 disjunct, isomorphic Hilbert spaces H~ 
related to different electromagnetic gauges. The space H g, which corresponds to the Coulomb gauge 
within the Lorentz gauge, plays a physically distinguished role in that only it leads to the usual 
concept fo energy. If Mis in any state fromH~, the bare 4-currentjO(x),j(x), wherej(x) is any square 
integrable, transverse current density in space, is endowed with its proper 4-potential which depends 
on the chosen gauge, and with its proper, gauge independent, Coulomb-Oersted field E(x), B(x). 
However, these fields exist only in the sense of quantum mechanical expectation values equipped 
with the corresponding field fluctuations. So they are basically different from classical 
electromagnetic fields. 

1. INTRODUCTION 

The purpose of this work is a careful extension of the 
familiar Gupta-Bleuler formalism 1-9 of the free electromag
netic or Maxwell field M in the direction of interaction. 

We remember that the canonical quantization of the 
relativistically invariant form of M can be realized only 1-9 on 
a state space Y M with an indefinite scalar product 10 (·1· > or 
metric. Gupta 1 and Bleuler2 obtained an acceptable quan
tum theory of the free Maxwell field by restricting the formal 
theory on Y M to the familiar subspace X'0 which contains 
only states of transverse photons with proper "admixtures" 
of longitudinal and scalar photons. 1-6 These "good ghosts"S 
are chosen so that the restriction [-1-] of (,1,) to X'°is positive 
semidefinite. X'0 is a pre-Hilbert space if we agree 1 1.12 that 
this means a complex vector space endowed with a positive 
semidefinite, sesquilinear9

-
12 form [.,.] so that the Cauchy

Schwarz inequality holds9
-

12 on it. The theory on X'0 there
fore allows either the direct Born interpretation, or the 
equivalent construction9

-
12 of a Hilbert space ~ whose ele

ments are equivalence classes of elements of X'0. To avoid 
confusion we assume that the definition of a Hilbert space 
includes separability, completeness, and a positive definite 
scalar product or Hilbert metric (·1·). These conventions ap
ply also to the abstract. 

Only a few results exist for the case ofinteraction.3 .7- 9 

The only way to a quantum theory of an interacting system 
seems to lead over the well known 13 

Interaction postulate: The state space Y M + D 0/ an in
teracting system M + D is the tensor product 13 

YM+D:=YM®YD (1) 

o/the state spaces Y M and Y Do/the respective interaction 
partners M and D. 

This has such important consequences for the structure 
of the coupled system M + D and the potential measure
ments on it that the postulate can be rightfully regarded as 
the chief characteristics ofthe notion of interaction altogeth
er. For example, the conventional form3-6.14 of relativistic 
quantum electrodynamics (QED), the theory of the interac
tion of M with the quantized Dirac field D, contains silently 
an analogous assumption. 

In nonrelativistic theories 13. 15 one usually assumes that 
both factors in (1) are Hilbert spaces. As this cannot hold for 
Y M, the postulate must be reconsidered in relativistic theor
ies like QED. A first choice for the space of physical states of 
M + D is certainly X'0 ® YD' However, since transverse 
photons and/or good ghostsS cannoe mediate the quantum 
equivalent of the Coulomb interaction between the quanta of 
D, this choice must be abandoned. So it is necessary to study 
states of M with admixtures of bad ghostsS which are not in 
X'0. 

In particular, we wish to learn whether Y M contains 
subspaces other than X'0 which are also pre-Hilbert or Hil
bert spaces, what these spaces mean physically, and how 
they are geometrically related to yo. The answers must be 
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sought by means of an analysis because, in close analogy to a 
Fock space,I4-18 the structure of Y M is mainly determined 
by the commutation relations 

[IlI'(x).Ay(y)] = - ig I'Y l5(x - y), 
(2) 

[IlI'(x),Ily(y)] = 0, [A" (x).Av(Y)] = 0, 

of the canonical dynamical variables of M which are to be 
represented on Y M' We use natural units so that Ii = 1 = c, 
the Minkowski metric g"" = g 1'1' = g( /-L,p,) = ( - 1,1,1,1,), 
and the usual summation convention so that, e.g., 

0: = a" a" = 'V2 
- a2/at 2

• 

The space Y M will be analyzed by studying the pseu
dointeraction of M with any prescribed, conserved, classical 
4-currentr(x) = r(t,x), in close analogy to corresponding 
examplesl5.l6, 19,20 on a Fock space. This is possible because 
in classical electrodynamics (CEO) the "abstract" 4-current 
J plays the role of a parameter (cf. Sec. 2) whose single values 
r(x) can be prescribed within the condition a JI- r(x) = o. 
The theory of M + J is therefore defined only on Y M' and so 
it is not characteristic of the actual interaction problem of 
QED which requires some equivalent of (1). However, it 
excellently serves as a physical illU$tration and for the math
ematical parametrization of the structure of Y M which, be
ing mainly determined by (2), is prior to any actual 
interaction! 

The details on the structure of Y M are mainly needed 
for future extensions of the systematic WW-approach 15 to 
relativistic field theories like QED. In particular, they allow, 
and indeed necessitate, a greater flexibility in the formula
tion of equivalents of (1) (Sec. 12), Within the limits ofthe 
present work they suggest an elegant solution of the gauge 
problem (Secs. 8-12), and provide us with acceptable quan
tum equivalents of the classical Coulomb-Oersted fields 
(Sec. 10), 

E(x): = - 'V f d 3X ' rex') , ' 
47rlx-x I 

B(x): = 'V X J d 3X ' j(x') , (3) 
41rlx - x'i 

of the subset Z5 = V JI-( x)} of all stationary, integrable and 
square integrable, classicaI4-currentsr(x) which satisfy 

Q: = f d 3x jO(X) = 0, 'Vj(x) = O. (4) 

The condition Q = 0 is very important (Sec. 12). 
The most prospective aspect of our results is maybe that 

the act ofthe restriction of the theory to any pre-Hilbert 
space gq in Y M' which is necessary to allow the statistical 
interpretation, provides us at the same time with a natural 
explanation of the observed inseparability of any 4-current 
r(x)EZ5 from its above eigenfield. This is maybe a caricature 
of a solution of the confinement problems of QED and QCD. 
Real electrons or positrons are never bare of their Coulomb 
eigenfields as assumed in QED for the free quanta of the 
Dirac field, and the bare quarks of QCD have not been ob
served either. 

In any case, our results allow the comparison of Y M to 
a well-ordered warehouse or dressing room where the quan
tum mechanical eigenfields of all.f(x)EZ5 are kept in store for 
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the case of interaction subject to some equivalent of (1). Ac
tual4-currents likejJl- (x) exist then, in general, only as expec
tation values of the Schrooinger or Heisenberg operators 
J 1'( x), J JI-(x), of the abstract 4-current J in appropriate states 
of D; compare, e.g., Ref. 15. So the presentj I'(x) play the role 
of dummies that wear the potential quantum-mechanical 
Coulomb-Oersted dresses of actual currents of QED. Our 
stock of such robes therefore retains full relevance for QED, 
though some more fitting will probably be necessary. 

These prospects compensate by far the repellent fea
tures9 of the indefinite metric on Y M' The latter is mainly a 
consequence of the break of the symplectic symmetry of the 
Hamilton formalism by the Lorentz condition, and arises 
already in CEO. This is briefly discussed in Sec. 2. Y Mis 
defined in Sec. 3, In Sec. 4 we consider three eigenvalue prob
lems which prepare the actual discussion of the structure of 
Y M in Sec. 5. Sections 6-12 contain the quoted results on 
the pseudointeraction of M and J and some further conse
quences for QED. The remainder ofthe work consists of the 
necessary proofs. 

2. THE BREAK OF THE SYMPLECTIC SYMMETRY BY 
THE LORENTZ CONDITION IN CLASSICAL 
ELECTRODYNAMICS 

We first cast an eye on the classical origin of all prob
lems with the quantization of the Maxwell field M. 

In any reference system with coordinates x = (t,x) a 
symplectic covering theory (CCED) of CEO can be obtained 
from the Hamilton functional 

H,: = H, (Il JI-(x), AJI-(x)l 

=! f d 3x{IlJl-(x)IlJl-(x) + ['VA l'(x)1[\7AJI-(x)] 

+ 2r(t,x)AJI-(x)j. (5) 

rex) = (j°(t,x),j(t,x» denotes the components ofany given, 
conserved, concrete 4-current which can indeed be pre
scribed like the value of a parameter J. Il JI-(x) is the canoni
cal momentum amplitude, AJI- (x) the corresponding canoni
cal position amplitude of M. The Hamilton equations of 
motion corresponding to H, read 

a 
-17'1'(t,x) =- [oH,I15AI'] = - r(t,x) + \72al'(t,x), at 

a 
-a I" (t,x) = [I5H,I8IlJl-1 = 17' I'(t,x). at 

(6) 

The square brackets contain the usual functional derivatives 
and indicate further that concrete functions 17'1"(t,x), al" (t,x) 
are to be inserted for the abstract variables Ill"(x), AI' (x). 
Iteration of (6) yields 

Oal" (t,x) = j I" (t,x), 017'1' (t,x) = !.. j I' (t,x). (7) at 
Equations (6) and (7) show that CCED unites the sym

plectic symmetry of the canonical formalism with the Min
kowski symmetry of relativity. The symplectic symmetry 
must be broken, however, if we want to arrive at Maxwell's 
equations. We achieve this by selecting from the symplectic 
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set?mC = {a l-'(x),P'(x) J of all solutions of (6) the subset 
?m C?mc of all such pairs which in addition satisfy the Lo
rentz condition 

all. apex) = O. (8) 

It is obviously possible to identify the sets ?mc, we with the 
corresponding theories CCED, CED. To any pair 
{ a "(x)J "(x) 1 e?m we can namely define an electromagnetic 
field tensor 

(9) 

which satisfies the covariant form of Maxwell's equations 

a uf"v(x) + al-'fvu(x) + avfu,,(x) = 0, (lOa) 

a I-' fl'v(x) = ap.al-'av(x) - 81-'8,PI-'(x) 

= D av(x) - ajJl-'a/x) = j ix). (lOb) 

Equation (lOa) is compatible with both symmetries because 
it is a consequence of definition (9). Eq. (lOb) breaks the 
symplectic symmetry because it requires (8). The same can 
be said of current conservation 

al-'j I-'(x) = 81-'D aix) = D al-'a/x) = 0, (11) 

which therefore could be considered as a consequence of the 
break of the symplectic symmetry by the Lorentz condition. 
However, as usual, we regard 81-' j I-'(x) = 0 as an a priori 
property of the abstract 4-current J. 

The break of the symplectic symmetry is symbolized by 
the inclusion 0C?mC?mc which is the main cause of our 
trouble. The first principles of canonical field quantization21 

replace the conjugated canonical variables P m(x), Qn(x) of a 
Bose field by Schrooinger operators P m(x), Qn(x) which 
satisfy 

(Pm (x),Qn (y)l = -i8mn 8(x-y), etc. (12) 

Equations (6) show that n I'(x) and Av (x) play the role of 
Pm (x) and Qn (x), respectively. So Eq. (12) must be replaced 
by [n I'(x), Av(Y)] = - i8 ~ 8(x - y), etc., which is equiv
alent to (2). The respective Heisenberg operators Ill' (x), 
Av(x) satisfy the corresponding equal time commutation re
lations. Since the classical variables Ill-'(x), Av(x) vary over 
the covering set wec, the corresponding Schrodinger or Hei
senberg operators are representatives of this 9)lc. They be
long therefore to aformal quantum theory T C which is more 
general than the desired quantum theory T corresponding to 
CEO. This suggests that Tmight be some restriction of T C

• 

Equations (6) show in particular that co- and contravar
iant variables of M are to be conjugated canonically. This is 
the actual origin of the factor g/LV in (2) which necessitates 
the introduction of an indefinite metric ("'} on Y M' If the 
desired theory Tis to allow the statistical interpretation, this 
forces us to look out for restrictions of r C to some Hilbert or 
pre-Hilbert space in Y M' Since the structure of Y M is main
ly determined by (2), it was not trivial that this program 
could be realized altogether for the free Maxwell field, 1.2 and 
it is still less trivial that infinitely many other, physica11y 
prospective realizations are possible, as we shall see here. 

We note finally that the quantities Y M' AI' (x), Ill' (x) 
should have been ascribed to a generalization M C of the ac-
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tual Maxwell field M, but this linguistic distinction is not 
relevant. 

3. THE STATE SPACE OF THE QUANTIZED MAXWELL 
FIELD 

We define now the space Y M which carries an appro
priate representation of the canonical commutation rela
tions (2), and consider some important operators on it. 

Denote by KOthe empty set 0, and by K n the set 
(kl ,Ii! ; ... ;kn,lin) of n = 1.2, .. · pairs of real variables kv, /-lv' 
where any kv varies continuously over the ]R3 and any /-lv 
assumes the values 0, 1,2,3. Hereafter, define the symbol 

f dK n by 

(l3) 

where f d 3 k denotes the elementary Lebesgue integral over 
R3. If necessary, 9 a weight function like [! k\ ( ... ( k n ! J - 1/2 

can be included in the definition of f dK n .... Consider also 
the covering Fock space yc of all sequences 

a: = lao(K~, a1(K 1), a2(K 2
), ... J (14) 

with the following properties: The nth component of a, an 
= an (K n), is a complex number for n = 0, and for 

n = 1,2, ... it is a complex-valued function, symmetric in the 
pairs (kv,IiJ, and defined in such a way thatfdK n Ian (K n) 12 
exists. The Hilbert scalar product on yc is given by 

([31 a) =/3~ao + ntl f dKn /3~(Kn)an(Kn) (15) 

and exists for any a,fJEYc if aEYc meanS 
lIall: = (ala) 1/2 < 00, as usual. We ssume that yc has been 
completed already. 

The norm II .. · JI on yc defines in particular a complete 
Banach space :!lJ. On this Banach space we introduce a sec
ond scalar product9 

( f3 I a ): = f3 ~ao + nt I f dK n f3 ~(K n) g( Ii 1 ,/-ll ) ... 

Xg(lin,lin) am (Kn), (16) 

and define Y M as the pair 

(17) 

This definition includes a close analogy to the Minkowski 
space Y M: = (R4,xy), with xy: = xl' gl'v yV. The norm 11 .. ·11 
on :!lJ plays the role ofthe Euclidean distance on R4 in that it 
determines a natural topology on Y M' The latter is used 
locally to define the identity of points (a = f3 if Iia - f31! 
= 0), and in the usual notions ofthe Cauchy convergence of 

a sequence, and of the density and completeness of arbitrary 
sets of points aEY M' The Banach topology is employed glo
bally to define the domain D(!1 ) = I a: /I!1a II < 00 1 of an op
erator !1 on Y M' The indefinite metric (,1-> on Y M' the 
analog of xy on Y M' is used for the definition of the adjoint 
!1 + of!1 (so that (fJ 1!1 + a) = (!1fJ la} = (al!1f3) *) and 
for the computation of matrix elements ( f31!1a) and expec
tation values (a/!1a). 

Y M contains the zero-vector 0: = {O,O,"'I and the nor-
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malized vacuum U): = 11,0,0, ... ). (alP) exists for any a, 
PEY M and satisfies I (alP) I <lIall liP II but, in general, not 
l<aIP) 1 2 <I<ala) <p IP) I· Y Mis nondegenerate LO and de
composable/' LO but this will not be needed here. 

In very close analogy to Fock spacesl4
•
16 we define de

struction and creation operators afL (k), afL+ (k) by 

(afL(k)a)n(K n) = (n + 1y!2an+ 1 (k,,u;K n), n = 0,1,.··, 
(18a) 

n = 1,2, ... , (I8b) 

with (k,,u;K n): = (k,,u;kl,,ul ; ... ;kn,,un) and K n'\(kv,,uJ 
: = (kl ,,ul ; ... ;kv _ 1 ,,u,. _ I; kv + 1 ,,uv + 1 ; ... ; kn"un)· These op
erators satisfy 

[afL (k), afL-+: (k')] = gfLfL' 8(k - k'), 
(19) 

[at< (k), at<' (k/)] = ° = [at<+ (k), at<-+: (k/)] 

and are formal adjoints of each other relative to (,1,), This 
holds in the same sense as for the corresponding creation and 
destruction operators on a Fock space. We also face the simi
lar problem that afL+ (k) exists only in the sense of a distribu
tion whereas afL (k) has for given k and any value of,u a dense 
domain lD(at< (k».lD(at< (k» namely encloses the dense set lDc 
of all a with a finite number of nonvanishing, everywhere 
continuous components an (K n). However, al-' (k) seems not 
to be closable for given,u and k because at<+ (k) would other
wise exist in an ordinary sense. 

4. THREE EIGENVALUE PROBLEMS ON THE STATE 
SPACE OF THE MAXWELL FIELD 

The dense core lDc ofalllD(at< (k» allows the unambi
guous definition off our eigenvalue problems on Y M which 
lead us in a natural way to the main results of this work. 
Three of them will be considered here, the last one in Sec. 10. 

It is convenient to introduce for any k#O the usual4-8 
polarization 4-vectors efu) = efu) (k), a = 0,1,2,3, as defined 
b 0 1 1 2 3 - 0 eO - eO - eO - 0 y e(O) = , e(O) = e(O) = e(O) - , (I) - (2) - (3) - , 

k,e'(I) = k r e(2) = 0, er(l)e(2) = 0, er(l)e(l) = er(2)e(2) = 1, and 
e(3) = k r / I k I for r = 1,2,3. efL(a) is given by g fLV e(a) , k fL by 
(Ikl,k), and repeated indices r indicate the sum over 
r = 1,2,3. These vectors satisfy the orthogonality and com
pleteness relations 

(20) 

(21) 

With their help we introduce the annihilation operators 

a(a)(k): = efa'lat< (k), a = 0,1,2,3, (22) 

ag(k):= 2~1/2[a(J)(k)-a(0)(k)], 
(23) 

a b(k): = 2 -1!2[a(3)(k) + a(O) (k)]. 

Together with the corresponding creation operators they 
satisfy the relations [a(a)(k),a(~)(k/) 1 = gOT 8(k - k/), etc., 
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but [aig) (k),a<il (k')] = [a(b) (k),a(t) (k/)] = 0, 
[a(g) (k),a(t) (k/)] = [a(b) (k),a<il (k')] = 8(k - k/), etc., a O) 

and a(2) destruct transverse photons, a(3) annihilates longitu
dinal, a(O) scalar photons. Due to the unusual commutation 
relations we say that ag destructs a good, ab a bad ghost. 8 It is 
namely easy to show that states a g or a b which respectively 
contain only good or only bad ghosts, satisfy (a g I a g ) = 0 
= (a b I a b), but in general (a g I a b > #0. The distinction 

between good and bad ghosts will be motivated below. The 
domains of all operators (22), (23) are dense for any given k 
because they also contain the common core lDc' 

Thefirst eigenvalue problem on Y M is defined either by 

a(O) (k) a = 0 = a(3) (k) a for almost any kElR3
, (24a) 

or by 

a/k) a = 0 = ab(k) a for almost any kElR3
• (24b) 

We shall see in Sec. 5 that the linear space,71r of all eigenvec
tors a in the sense of (24) is actually a Hilbert space. For 
obvious reasons we call it the Fock space of transverse pho
tons without any admixtures of ghosts or longitudinal and/ 
or scalar photons. 

The second eigenvalue problem on Y M is analogous to 
the definition of the modified vacuum states 1 

6 or fully coher
ent states22 on a Fock space. In analogy we define23 the co
herent states in Y Mas eigenstates of the destruction opera
tor at< (k) to the complex eigenvalue ct< (k), i.e., by the 
equation 
a (k) a = c (k) a for any ,u and almost any kElR3

• 
fL fL a~ 

I t is easily seen that a satisfies (25) if its zero component a o is 
any complex number, and its other components are of the 
form 
an (kl ,/11 ; ... ;kn ,,u/J 

= a o C11 [ (k l ) ... C". (k n )/(n!)I12, n = 1,2, .. ·. (26) 

One can show that all solutions of (25) are of this form, but 
this is not relevant here. a is in Y M if c: = ct< (k) is any point 
from the space ~ of complex 4-vectors cl-'(k) whose compo
nents are square integrable in k. For any coherent a we have 
namely 

0< (a I a) = lao 12 exp f d 3k c:(k)cfL(k) < IIal1
2 

= lao 1
2

exp f d 3k fLto ICfL(k) 12. (27) 

It is remarkable and important for later that <ala) is posi
tive23 if a o #0. The vacuum U) is coherent and corresponds 
to C" (k) = 0, other examples will be considered further 
below. 

Let us finally define the Lorentz operator L (k) by 

L (k): = k "a" (k) = 1 k I· [a(3) (k) + a(O) (k)] 

= V2Iklab (k). (28) 
ltsdomain for given k, D(L (k», is dense because it encloses a 
dense subset of Dc' The pseudointeraction of M and J will in 
a natural way lead us to: 

The third eigenvalue problem on Y M' the generalized 
Lorentz condition 

L (k) a = q(k) a for almost any k. (29) 

W. Gessner and V. Ernst 96 



                                                                                                                                    

The eigenvalue q = q(k) is any given, complex-valued func
tion over the R3. We restrict the discussion to the index set:O 
of all q(k) given by 

q(k) = D (k) f d 3X e - ikXr(x). (30) 

D (k) collects the usual relativistic weight factor (21 k I) - 112 

and the 1T'S from the Fourier transformation, i.e., 

(31) 

j a(x) is the charge component of any r(X)E':;j as specified in 
Sec. 1. The condition Q = 0 warrants the square integrabi
lity of q(k) and q(k)/Ikl, and guarantees further on that q(k) 
behaves for small Ikl like k' dJ I k 1112 = I k 1112 d,k 'I kl, 
where d, are the components of some finite vector d. The 
equation 

k!'c!, (k) = q(k) (32) 

therefore has a nonempty set of nontrivial solutions c!' (k)E0:. 
The span 10 of the corresponding coherent states is obviously 
in the Lorentz space !fq

, the eigenspace of the Lorentz oper
ator L (k) to the eigenvalue q = q(k). So !fq is not empty. 
These Lorentz spaces are the main objects of our analysis. 

5. THE DOUBLE ROSETTE OF HILBERT SPACES IN Y M 

We are ready now to formulate the main results of this 
work. The proofs will be given in Secs. 13-16. 

Theorem 1: Any Lorentz space !fq, qE:O, is complete 
relative to the Banach norm 11···11 on .Y M' Any pair !fq, !fq' 
of different Lorentz spaces, q,q'E:O, q=lq', satisfies 

(33) 

Theorem 2: To any pair !fq, !fq' of (different) Lorentz 
spaces exist bijective mappings !fq-!fq' which satisfy 
(al /3) = (a'i /3 ') if a',/3 'E!fq' are the respective images of 
anya,/3E!f Q

• 

Theorem 3: The restriction [,1·] of the indefinite scalar 
product (·1·) on .Y M to any Lorentz space !fq, qE:O, is posi
tive semidefinite. Each !fq is therefore a pre-Hilbert space 
which by Theorem 1 is complete relative to the Banach norm 
on.Y M' 

Theorem 4: The scalar product (,1·) on .Y M does not 
obey the Cauchy-Schwarz inequality on any subspace of .Y M 

which contains the span 10 of any pair of different Lorentz 
spaces !fq, !fq'. 

Equation (33) evokes the picture of a rosette whose 
leaves !fq are connected only in the point o. The complete
ness of each leaf guarantees that this picture will not be ques
tioned by completion processes relative to the Banach norm 
on .Y M that might arise in later applications. According to 
Theorems 1-3 the leaves of this primary rosette are isomor
phic, complete, pre-Hilbert spaces. Since the Cauchy
Schwarz inequality holds on any Lorentz space !fq

, any !fq 

can be used as the state space of a conventional quantum 
theory. If the superposition principle24 is to hold for this 
theory, any !fq is a maximal subspace of .Y M which can 
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serve this purpose, according to Theorem 4. We shall see in 
Sec. 11 that this has important physical consequences. 

The last expression (29) for L (k) shows that any !fq is 
also an eigenspace of the destruction operator ab(k) of bad 
ghosts. The space !fa which corresponds to q = 0, i.e., 
(q(k)=O), is the only Lorentz space without bad ghosts. The 
other leaves !fq do contain bad ghosts, but these admixtures 
are controlled by (29). According to Theorem 4, a state a 
from the sum oftwo different Lorentz spaces, i.e., an a of the 
forma = a q + a q', o=laqE!fq,o=laq'E!fq', q=lq', may have 
a negative norm square (ala). This means: If the admixture 
of bad ghosts is no longer controlled by (29), we get "bad 
behavior," This justifies the notion of bad ghosts, but as long 
as they remain bottled in any !fq

, like the ghost in Aladdin's 
lamp, they behave well and actually build up the quantum 
mechanical Coulomb robes of our dummies j !'(x) as we shall 
see later on. 

The good ghosts are not affected by (30) so that the 
states in any !f q contain arbitrary admixtures of them. 
They are responsible for a typical substructure of any !f q, as 
revealed by 

Theorem 5: Each Lorentz space !f q, qE:O, contains con
tinuously many subspaces oW' t which satisfy 

(34) 

The restriction (-I-) of the semi positive scalar product 
[.1-] = (·1·) on!f q toanyoW': is a positive definite Hilbert 
scalar product, and each oW': is indeed a Hilbert space. To 
each oW' : exist isometric bijective mappings onto oW' g = .'Ttf

, 

the Fock space of transverse photons. The indices g = g(k) 
vary over the set @ of complex gauge function g(k) defined by 
the requirement k,..g(k)E0: for f.l = 0,1,2,3. 

This shows that any primary leaf!f q contams a secon
dary rosette of isometric Hilbert spaces oW': which are also 
connected only in the point o. We shall see that different 
oW': correspond to different electromagnetic gauges. 

Equations (33) and (34) evoke the picture of a rosette of 
rosettes, or a double rosette of Hilbert spaces in .Y M' The 
title of this work and this section refer to this picture. As OJ is 
in .'Ttr = oW' g, the relations (33), (34) imply that only one of 
all these Hilbert spaces is a Fock space with vacuum. All Hil
bert spaces oW' : =I oW' g, as well as all pre-Hilbert spaces !f q 

¥!f 0, contain no vacuum relative to the commutation rela
tions (2)! 

The leaf !f a agrees with the familiar l
-
9 Gupta-Bleuler 

space of transverse photons with proper admixtures oflongi
tudinal and scalar photons. It is of course known 1-7 that dif
ferent admixtures of good ghosts correspond to different 
gauges, but it seems to have escaped attention that proper 
elements of !fa can be grouped together to a Hilbert space 
jy ~ for any gauge. The Lorentz spaces !f q ¥!f a and the 
gauge Hilbert space jy: in any X q seem to be new. It ap
pears that controlled admixtures of bad ghosts act like a salu
tary medicine so that the usual eliminationS of aU bad ghosts 
might be premature. 
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6. THE TIME EVOLUTION GENERATED ON Y M BY THE 
PSEUDOINTERACTION OF THE MAXWELL FIELD WITH 
ANY PRESCRIBED, CONSERVED, CLASSICAL 4-
CURRENT j I< (x) 

We noted already that the Schrodinger operators of a 
canonical quantum theory represent the dynamical variables 
of the corresponding classical theory. So they are prior to 
Heisenberg operators which actually are usually expressed 
in terms of Schrodinger operators. But we may of course 
define the latter in view of some desired Heisenberg opera
tors. In this sense we write down the Schrodinger operators 
of the 4-potential, the related momentum, and of the electro
magnetic field in the point x, 

AI' (x): = f d 3X D (k) [eikXal' (k) + e - ikxal'+ (k) ], (35a) 

III'(x): = f d 3x D(k)[e'kX( - ilklal'(k») 

+e-ikx(ilklall+(k»)], (35b) 

FI"'(x): = f d 3x D(k)[e,kX(iklla .. (k) - ikyal' (k») + c.c.], 

(36) 

cf. (31). 
The usual Heisenberg operators of the free Maxwell 

field agree with these Schrodinger operators at t = 0, but the 
latter remain of course unchanged in the case of interaction. 
AI' (x) and III' (x) satisfy (2) in quite the same formal sense as 
the corresponding commutation relations of a proper quan
tum field theory are satisfied on a Fock space. This justifies 
the definition (17) of Y M' In the following we ignore that 
these field operators have only a formal mathematical mean
ing. They become mathematically well-defined operators on 
Y M if they are smeared out, cf. Sec. 14. The pseudointerac
tion of M and J is defined by the Hamilton operator 

H,: = f d 3 k [I k I al'+ (k)al'(k) + all+ (k)J I'(t,k) 

+ al'(k)J :(k)], (37) 

where JI'(t,k) is given by 

JI'(t,k): =D(k) f d 3xjl'(t,x)e- 'kX . (38) 

H, has been obtained in the usual way by inserting (35) into 
(5) and omitting the so-called zero-point energy. It defines 
the time evolution operator U (t ) of the system M + J by 

i ~ U (t ) = H, U (t ), U (0) = 1. (39) 
dt 

U (t) satisfies U - I(t) = U + (t), but in general 
U ( - t ) -/= U + (t ),and is explicitly given in Sec. 17. The Hei
senberg operators corresponding to (35), (36) are then deter
mined by 

A,,(x): =A,,(t,x): = U + (t)AI'(x) U(t), 

II" (x): = U + (t) III' (x) U (t), 

F,1V(x): = U +(t)r:".(x) U(t), 

and depend on H" as it must be. 
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(40) 

(41) 

We say that any operator (j can be restricted in a natu
ral way to some !t' q if na is in !t' q for any aE!t' qnD(n ). It 
is easy to show that n can be restricted to any !t' q if[L (k),n ] 
vanishes for almost any k. n can be restricted to some par
ticular!t' q if[L (k),n ]a = 0 for almost any k and any a from 
that !t' q. If both conditions are violated, n maps any !t' q 
onto a set n!t' q not completely contained in !t' q, and n 

cannot be restricted to any !t' q in this natural way. We con
sider some examples: 

By straightforward computation we find, cf. Sec. 17, 

[L (k),AI'(x)] = kl' D(k)e-ikX, 

[L (k), II I' (x)] = ikl' I kiD (k) e - ikx, 

[L (k), r:Jv(x)] = 0, 

(42a) 

(42b) 

(43) 

[L(k),H,]=lkl[L(k)-(JO(t,k)- I~I :/O(t,k»)) , 

(44) 

[L (k),U(t)] = U(t){ e - i!k!, [L (k) - JO(O,k)] 

- [L (k) - JO(t,k)] ). (45) 

Equations (42)-(45) give a somewhat puzzling picture. By 
(42), the canonical variables AI' (x), III' (x) cannot be restrict
ed to any !t' q. Equation (43) shows that FI'Y(x) behaves 
much better in that it can be restricted to any !t' q. This 
shows for the first time some merits of the definition (36). By 
(44), H, can be restricted, in general, to only one !.t' q, but the 
index q depends on t. ASjO(t,x) is real, this dependence on t 
vanishes ifand only ifjO(t,x) is independent oft. In that case, 
both H, = Hand U (t) can be restricted by (44), (45) to the 
!t' q whose q is related to the stationary charge density r(x) 
by Eq. (30). 

Note that q(k) agrees with JO(t,k) = JO(k) in this case. 
In the general case we therefore also use the notation J O(t ,k) 
= q[t ](k) which indicates that a time-dependent charge dis

tributionjO(t,x) defines a curve q[t] = q(t,k) = JO(t,k) in the 
index space O. From (45) we easily get the relation L (k) 
X (U (t )a) = U (t )q[t ](k)a = q[t ](k)( U (t )a) for any 
aE!.t' qlO] which already proves the following: 

Statement 1: U (t ) maps the Lorentz space !.t' q[O] which 
by Eq. (30) corresponds to the initial charge density jO(O,x), 
onto the Lorentz space !.t' q[l] which by the same equation 
corresponds to the charge density jO(t,x) prescribed at time t. 

We write 

(46) 

This means that the evolution !t' q[O]_!.t' q[I], as given by 
the prescribed evolution ofjO(t,x), and the time evolution 
!.t' q[O]_U (t)!.t' q]O], as generated by HI' are compatible. 
However, this result must not be overestimated, because we 
also have (see Sec. 17) 

Statement 2: For j O(t,x)-/=j O(O,x) one can find in !.t' q[O] 
a state a satisfying (ala) = 0, and a state 13 obeying 
(f3113) = 1, such that (131 U (t )a) -/=0. 

This means that U (t ) does not allow the usual statistical 
interpretation in this general case. 
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1. A REALIZATION OF THE OPERATOR MAXWELL 
EQUATIONS ON A LORENTZ SPACE 

Against this puzzling background we consider now the 
same time evolution in terms of some physical quantities. 

The Heisenberg operators OIL (x), AI-' (x) satisfy (6), and 
thus (7), as operator identities on Y M' This is a consequence 
of the symplectic symmetry which altogether allows the ca
nonical quantization. Since 0 = i1" j IL (x) = i1"O a I-' (x) 
= Oi1"a (x) holds by virtue of (7) and charge conservation, 

we also have on Y M the operator identity 

Oi1"AJl (x) = O. (47) 

However, as OJl (x) and AJl (x) represent the covering set 9Jlc 
of CEO, i1"AJl (x) = 0 cannot hold as an operator identity on 
Y M because this would contradict the inclusion 9Jl C 9Jlc. 
Equations (9) and (10) also require some additional atten
tion because the canonical definition (41) of FIL" (x) could be 
in conflict with the classical definition (9). However, we need 
not worry about this because we find in Sec. 18: 

Statement 3: The Heisenberg operators AIL (x) and 
FIL" (x) as defined in (40) and (41), satisfy the classical relation 
(9) as an operator identity on Y M' 

The homogeneous Maxwell equations (lOa) are there
fore satisfied by FJlv(x) as operator identities on Y M' 

SO we must concern ourselves only with the Lorentz 
condition (8). In this connection we prove in Sec. 18 the 
following 

Statement 4: The matrix elements (aIAJl (x).8) of AJl (x) 
relative to any states a,.8 from the Lorentz space 2'Q(OJ, satisfy 
the Lorentz condition (8). 

The inhomogeneous Maxwell equation (lOb) is there
fore satisfied by all matrix elements [a I F;,v (x).8 J relative to 
any states a,.8 of .2"q[OJ. Since FJlv(x) can in particular be 
restricted to .2"q[OJ, its matrix elements can be formed by 
means of the positive semidefinite scalar product [·1·] on 
.2"q[O]. Since (lOa) holds even as operator identity on Y M' it 
certainly holds also for all matrix elements [al FILv (x).8] 
relative to a,/3E.2"q[O]. So we get 

Statement 5: The restriction F°l-'v(x) of FI-'v(x) to the 
Lorentz space 2'Q{Ol exists and satisfies the covariant form 
(10) of Maxwell's equations as an operator identity on 2'q[oJ. 

We shall see below that FILv(x) is also gauge invariant. 
All this is the more acceptable as it has been achieved on a 
maximal subspace of Y M (Theorem 4) which permits the 
usual Born interpretation. But the result is still problematic 
because U (t ) cannot be statistically interpreted in this gener
al case, and because 2'q[O] depends sensitively on the initial 
time t = 0 in the arbitrary reference system X chosen. A 
change of X by a Lorentz transformation xI-' __ x~, 

jlL (x)--j~ (x') leads therefore to anew jo(O,x') and thus to a 
new, though isomorphic, Lorentz space 2'q'[OJ, However, as 
Q = 0 holds in any X, a Lorentz transformation will at least 
not lead out of our rosette of Lorentz spaces. It remains to be 
seen how this can be reconciled with the usual9 formulations 
of relativistic quantum theories in terms of representations 
of the Poincare group. We shall not further investigate these 
problems because a part of them vanishes if J is also quan
tized. The role ofjO(t,x) is then partly taken over by the 
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Schrodinger operator JO(x) which is independent of t in any 
X, likeAI-'(x) and FI-'v(x). 

8. A QUANTUM MECHANICAL FOUNDATION OF 
ELECTROMAGNETIC GAUGES 

We consider now some results which illustrate the ro
sette of Hilbert spaces JY ~ in any 2'q. Note that any 
q = q(O]EU can be chosen by an appropriate choice of 
jO(O,x). 

On any .2"q we can construct in the usual way9, II, I2 the 
Hilbert space ~q: = .2"q/,/1"'q, where ffq is the subspace of 
2'q which contains only a that satisfy (ala) = 0 (the set of 
all a in Y M which satisfy (a la > = 0, is not a linear spacel~. 
The elements a = {a 1 of ~q are the corresponding equiv
alence classes in 2'q. Each class I a} contains precisely one 
element a of each Hilbert space JY ; in .2"q. This means that 
the elements a of any particular JY ; can be chosen as repre
sentatives ofthe classes a. ~ is therefore isomorphic to any 
,;v;. We write a~a' if aEJY'; and a'EJY';" g#g', are in 
the same class [ a ) , and we say that a and a' are gauge equi
valent. Gauge equivalent elements a ~ a', .8 -.8 ' satisfy 
(a 1.8 > = (a'I.8') = (alP) where (·1,) is the Hilbert scalar 
product in JR"l. The elements a = [ a J of ~ are therefore 
gauge invariant and .7?'q can serve as the state space of a 
gauge invariant quantum theory. These notions are justified 
by 

Statement 6: Let a,.8 and a',.8' be normalized elements 
from any respective Hilbert spaces JY ;[OJ, JY ;,[OJ in .2"q[OI, 

and let them satisfy a - a', .8 -.8 " so that (a 1.8 ) 
= (a'I.8') = (alP). Then 

<a I AI-' (x)P) - <a' I AIL (x).8 ') = (aIP)a1-' g(x), (48) 

where g(x) is a realfunction satisfying Og(x) = 0, and 

[a I FI-')x).8 J - [a' I F;".(x).8'J = o. (49) 

Equation (49) justifies once more the definition (36) of 
FI-'v(x) in thatFl-'v(x) turns out to be gauge invariant whereas 
All (x) resembles the typical behavior under gauges known 
from CEO. The statement is therfore the core of a satisfying 
solution of the gauge problem which deserves some more 
attention: 

In CEO we regard two 4-potentials, say al-' (x) and 
a~ (x):a

" 
(x) + ai' g(x) with Og(x) = 0, as equivalent because 

both lead to the sameffLAx). But from the point of view of the 
canonical formalism, a,. (x) and a~ (x) are only different val
ues that have been assumed at some time t by one and the 
same dynamical variable AfL (x), called the 4-potential in the 
point x, As a dynamical variable, the 4-potential is gauge 
invariant ab ova, Since the process of canonical quantization 
associates one Schrodinger operator to any classical variable, 
the Schrodinger operator AI-'(x) of the 4-potential in the 
point x is also gauge invariant ab ova. The same holds of 
course for the conjugated momentum fll-' (x) and for all given 
functionals of AI-' (x) and fill (x), like any Hamiltonian 
H [ fll-' (x),A v (x) 1, Since Hamilton and Schrodinger opera
tors determine all Heisenberg operators in a unique way, the 
latter are gauge invariant as well. 
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If this is accepted, different gauges show up only in con
nection with different values al" (x), a~ (x) assumed at time t 
by the same variable AI" (x). In quantum theory these values 
correspond to the expectation values (a(t) I AI"(x)a(t», 
(a'(t) I AI"(x)a'(t» of the same operator AI" (x) in different 
states, a(t) = U (t )a(O), a'(t) = U (t )a'(O), of the quantized 
system M at time t. In the Heisenberg picture these expecta
tion values are given by (a(O) I AI" (x)a(O» , 
(a'(O) I AI" (x)a'(O» if the fit to the Schrodinger picture is 
made at t = 0, as usual. In any case, different gauges corre
spond only to different expectation values of the same opera
tor in different states. 

How can we realize such a theory if different gauges still 
describe the same physical situation? The only physically 
indistinguishable, but mathematically different states on the 
unit sphere of a Hilbert space are points on one ray which 
differ by a constant phase factor of modulus 1. These states 
lead always to the same expectation values of the 4-potential. 
So the state space of a quantum theory which accounts for 
different gauges by different expectation values of the same 
variable AI" (x), cannot be a Hilbert space. Otherwise we 
would admit that states on different rays, which according to 
the principles of quantum mechanical measurementsl3·24.25 
can always be distinguished by means of such measure
ments, lead only to different gauges. In other words, we 
would acknowledge that purely quantum mechanical mea
surements allow a distinction between different gauges. 

It is therefore surprising that the structure of .Y M' 

which, we repeat, is primarily determined by (2), provides us 
automatically with the means to avoid this. Statement 6 de
scribes the technical details of this solution. It suggests in 
particular to consider the equivalence classes I a l of ele
ments of 5tq as generalizations of the concept of a ray in a 
Hilbert space. In this sense our secondary rosette of Hilbert 
spaces in any pre-Hilbert space 5tq allows not less than a 
fully quantum mechanical foundation of electromagnetic 
gauges. 

9. COMPARISON WITH THE OPERATOR CONCEPT OF 
GAUGES 

In view of its close relation to the canonical formalism 
the above gauge concept can be called canonical. We com
pare it now with the operator concept used frequently in field 
theory.9 

Let u(x) solve the Dirac equation 

[yl(al" - ieal1 (x» + m ]u(x) = 0 (50) 

for some given potential a,u (x). We see immediately that 
u'(x): = eieg(X)u(x) is a solution of (50) corresponding to the 
potential a~ (x) = al" (x) + al" g(x). Though u'(x) is not on 
the same ray as u(x), the transformations u(x)-u'(x), a,u (x) 
-a~ (x) are still referred to as gauge transformations. This 
seems to be the origin of the operator concept of gauges, 

¢(x)-t//(x): = eieG(X)¢(x), 
(51) 

AI" (x)--+A ;,(x): = AI" (x) + al" G (x), 

where all quantities, G (x) included,9 are Heisenberg opera-
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tors. As different Heisenberg operators AI" (x), A ~ (x) corre
spond either to different canonical variables of M, or to dif
ferent Hamiltonians, or both, this suggestive and formally 
simple concept of gauges is so different from the canonical 
concept described above that we can reasonably compare 
only the respective advantages and disadvantages: 

(i) The canonical concept is physically acceptable and, 
within the limits of this work, mathematically realizable. In 
contrast to this, the operator concept requires9 the definition 
of the exponential of an operator valued distribution G (x), of 
the product of this exponential with the operator valued dis
tribution ¢(x), and of the sum AI" (x) + al" G (x) of two sym
metric, operator valued distributions. So far, not one of these 
definitions has been given satisfactorily, it seems. 

(ii) In the canonical concept the commutation relations 
are gauge invariant ab ovo. In the operator concept the com
mutation relations for AI" (x) and G (x) must be postulated ad 
hoc if the canonical quantization principle,21.26 so far the 
only successful quantization method, is to be abandoned. If 
it is retained, we must accept either some ad hoc specification 
of the relations between the different, but gauge-equivalent 
variables AI" (x), A ~ (x), or between the corresponding Ham
iltonians, or both. Ambiguities exist in both approaches. 

(iii) The operator concept shows ambiguities also with 
respect to the interaction postulate. In the first instance the 
transformations (51) should obviously be realized on.Y M 

® .Y D' But we may as well think of the space .Y M ® .Y G 

®.Y D where .Y G is the state space of the gauge field G 
whose field operator G (x) acquires only so the same status as 
AI" (x) and ¢(x). In any case it is unclear what remains of (5 I) 
if the theory is later restricted to an appropriate subspace of 
physical states of the respective systems M + D or 
M + G + D. This restriction is a necessity in any case. 

(iv) We admit of course that the advantages ofthe ca
nonical concept are restricted so far to the pseudointeraction 
with classical currents whereas the operator concept reflects 
an important symmetry of the actual interaction problem. 
However, a realization of (51) only for expectation values 
might also be acceptable in this case. In particular, this 
avoids problems similar to (ii) which occur if the Dirac field 
is quantized by means of a canonical formalism,26 as usual. 

(v) Charge conservation, which is also deeply interwo
ven with gauges,9 also admits a simpler solution in the ca
nonical formalism, cf. Sec. 12. 

10. A QUANTUM THEORY OF THE ELECTROMAGNETIC 
FIELD OF A STATIONARY 4-CURRENT, AND A GAUGE 
INVARIANT APPROACH TO THE CONCEPT OF 
ENERGY 

We assume now that a reference system X exists in 
whichjO(t,x) is independent of t,jO(t,x) = jO(x). A time de
pendence ofj(t,x) would not cause any troubles, but we omit 
it for the sake of simplicity. So we have r(X)E~, cf. Sec. 1. 
The results for this stationary case illustrate other aspects of 
the physical meaning of the double rosette of Hilbert spaces. 

The Hamilton operator HI = H of the pseudointerac
tion of J and M can now assume stable eigenvalues and eigen
states, and so we hit on: 
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Thefourth eigenvalue problem on Y M' 

H 13= Lf3. 

This is solved in Sec. 19 and yields 

(52) 

Statement 7: H has precisely one eigenstate 13 in Y M' 13 is 
fully coherent and lies in the Lorentz space :/q where q is 
related to j O(x) by (30). The corresponding eigenvalue L is 
given by 

L: = -! f d 3X [B(X)2 - E(X)2], (53) 

where B(x) and E(x) are given in (3). 
We need not wonder that in a relativistic theory the 

eigenvalue L is not an energy, but a total Lagrangian, i.e., an 
integral over an invariant27 of M. It is noteworthy, however, 
that the corresponding eigenstate is automatically coherent 
and thus in a Lorentz space, cf. Sec. 4. 

As a consequence of the stationarity of the present case 
we get in Sec. 19 the following, certainly not unexpected 

Statement 8: The time evolution operator U (t) which is 
generated by H, satisfies the condition 

U(tl + t2) = U(t l )U(t2) for any tUt2 (54) 

of a unitary group. 28 

By (45) and Statement 1, U (t ) can be restricted to :/q. 
We denote this restriction, which also satisfies (54), by 
uq(t). Statement 8 suggests to look out for subspaces of :/q 
which are Hilbert spaces so that the theorem ofStone28 can 
be used for the construction of generators which play the 
role of restricted Hamiltonians. In this connection we obtain 
the following statements which are all proven in Secs. 19, 20. 

Statement 9: In the Lorentz space :/q that corresponds 
to jO(x), exists precisely one Hilbert space JY' g which contains 
the eigenstate 13 of H according to Statement 7, and which is 
mapped onto itself by uq(t). 

This implies that uq(t) maps a cospace JY'; [0 J =/=JY' g 
onto another cospace JY'; [t J =/=JY' Z of JY' g. It follows 
therefore that U q( t ) can be further restricted only to JY' Z, 
and that the restriction U Z (t ) is a unitary group on a Hilbert 
space whose generator HZ exists by the theorem ofStone. 28 

The eigenstate 13 of H is simultaneously an eigenstate of H g. 
Statement 10: ThegeneratorHZ ofuoq(t) defines a self

adjoint Hamiltonian H 6 on JY' 6 which is related in the usual 
way to the concept of energy. The eigenstate 13 corresponds to 
the lowest energy, and the Lagrangian L defines not more 
than a natural zero point of the energy of the quantum theory 
on &'" 6. For any normalized aEJ¥' Z we get 

(a I AI' (t,x)a) 

= - _1_ f d 3X ' j I' (x')/ I x - x' I + al' (t,x), (55) 
41T 

where al' (x) satisfies 

ao(x) = 0, iral' (x) = B'a ,(x) = 0 Or(t,x) = O. (56) 

The transverse wave al' (x) depends on a and vanishes if a is 
the eigenstate 13 of H 6. 

Equations (55) and (56) show explicitly that JY' 6 and 
the concept of energy are related to the Coulomb gauge with
in the Lorentz gauge. We see further on that the eigenstate 
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indeed plays the role of a modified vacuum state. 16 The vacu
um (1) ofthe free theory is namely modified by controlled bad 
ghosts and/or transverse photons which equip the bare 
chargejo(x) with its eigen-Coulomb field E(x), and the bare 
current j(x) with its eigen-Oersted field B(x). However, not 
only (1), but also all other states of the natural Hilbert space 
snr of the free Maxwell field M, are modified in such a way 
that the same CoulomlrOersted robe E(x), B(x) is obtained 
in any state aEJ¥' g. 

Mathematically, this modification consists of a map
ping ytr---+JY' g of ytr onto itself if q = 0 (JY' g = yt), and 

onto another, but isomorphic Hilbert space JY' gin Y M if 
q=l=O. This has the following consequences: For q = 0 we can 
achieve by a proper choice of a that the second term in (55) 
compensates the first oneforone instant, say at t = 0, so that 
j(x) is bare for one moment. Not even this instantaneous 
bareness is possible for the chargej o(x) in the case q=l=O. This 
is maybe an indication that the concept of charge is more 
fundamental than the concept of transverse current curls 
which indeed, as moved charges depend conceptually on the 
former. The instantaneous bareness of a transverse current 
from its magnetic field occurs also in CED. 

For q = 0 our concept of dressing is equivalent to the 
idea of "photon binding"IS,20 on an ordinary Fock space 
where only the modification of all states has not been empha
sized 1s so much. For the more fundamental case q=l=O it is 
superior because now the chargej o(x) cannot be bare of its 
Coulomb robe, not even for one instant t = to. 

Note that the inseparability of the bare 4-currentj lx) 
from its quantum mechanical CoulomlrOersted robe E(x), 
B(x) has been obtained as a consequence of the restriction of 
the theory from Y M to :/ q, and finally to JY' g. The former 
is both necessary and possible to allow the statistical interpre
tation, the latter to obtain the concept of energy. 

However, the robe E(x), B(x) exists only in the sense of 
quantum mechanical expectation values which are endowed 
with the usual quantum mechanical variances or quantum 
field fluctuations which always diverge if we insist on the 
field strengths in one "sharp" point x, but converge, in gen
eral, if we only ask for the forces exerted on extended test 
charges or test coils, respectively. These quantum robes are 
therefore basically different from the classical Coulomb
Oersted fields E(x), B(x). In particular, they cannot be treat
ed like external classicalfields which are usually represented 
by unit operators multiplied by the numbers E(x), B(x). This 
would namely lead to zero field fluctuations and deprive us 
of any chance of a similar dressing of realistic electrons with 
their respective Coulomb robes, cf. Ref. 15 and Sec. 12. 

Let us finally consider the gauge invariant Hilbert space 
yt'q ofequivalencec1asses in:/ q as introduced in Sec. 8. We 
have 

Statement 11: uq(t) maps any equivalence class! a J in 
:/q onto an equivalence class! a' J again. 

Therefore, Uq(t) defines on yt'q a unitary group iJq(t), 
and the theorem of Stone guarantees the existence of a self
adjoint generator jj q which plays the role of a Hamiltonian 
of yt'q. As the elements a of a given class! a J correspond to 
different gauges, the triplet! jji'q, flq(t ),jjq J defines on any 
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yq an abstract, gauge-invariant quantum theory on a Hil
bert space. As any element of ~q can be represented by an 
element of d¥' 6, this theory is isomorphic to the restricted 
quantum theory on d¥' 6. ii q corresponds therefore to a 
gauge-invariant energy! The Gupta-Bleuler origin of this 
theory shows up only in the lower end of the spectrum of jj q 

which is given by L, but plays no further role after the execu
tion of the restriction to d¥' (\ . 

11. A NOTE ON THE DYNAMICS OF DRESSING 
PROCESSES 

Let us finally draw some consequences for the interac
tion of M with any quantized partner D, where Y M is re
placed by Y M ® Y D' cf. Sec. I For simplicity we assume 
that Y D has a Hilbert metric, as, e.g., in QED. 

As long asjl"(x) is a prescribed value of the parameter J 
we can certainly accept that the space of physical states of M, 
yq or 7/q or d¥' 6, is prescribed as well. But ifJisquantized, 
the operator J f.L(x) of the 4-current should be capable of ex
pectation values which correspond to differentjf.L(x). In par
ticular, the space Y phys of physical states of M + D should 
contain states which correspond to different charge densi
ties. The superposition principle of quantum theory24 re
quires that Y phys contains at least the span sp[ yqj of the 
corresponding Lorentz spaces. But since, according to Theo
rem 4, sp[ yqj is not a pre-Hilbert space if [yqj contains 
two different yq, Y phys cannot be of the form [sp[ yqj] 
® YD' So we learn from Theorem 4 that the space ofphysical 
states of the interacting system M + D cannot be the product 
of the spaces of physical states of the partners. 

The following might be possible, however. Suppose (i) 
that there is a set UO(x) j of "distinguished" charge distrib
tuions jO(x) which correspond to a set I q) of distinguished 
indices q, that (ii) to any qEI q) exists a set U(x») of distin
guished currents j(x) , that (iii) to any j(x) exists a set of gauge 
functionsg(x) which corresponds to a set !g) of indices 
g = gq(j), that (iv) to any distinguished triplet q, j, g q(j) ex
ists a subspace Y(q,j,gq(j» of Y D such thatjf.L(x) is the 
expectation value of Jf.L(x) in any element of Y(q,j,gq(j», 
and suppose finally that (v) 

Y phys : = spld¥'(q,j,gqO) ®Y(q,j,gqO») (57) 

is a Hilbert space (maybe inseparable), or at least a pre-Hil
bert space, if d¥'(q ,j,g q(j» is our former d¥' i for g = g qO). 
The states of Din Y (q,j,g q(j» are then dressable in the sense 
of Sec. 10. The point is tofind the distinguished indices q, j, 
gq(j» such that Y phys becomes at least a pre-Hilbert space. 
Theorem 4 means that this is not a trivial selection problem 
for dressables states of any interaction partner D of M. 

It is clear that processes, like those which possibly equip 
a bare electron or positron (both quanta of the Dirac field) 
with its permanent Coulomb robe, must be described on a 
state space Y which contains dressed as well as undressed 
states. There is no need that Y is already a Hilbert space; 
actually, this is not even desirable in order that the insepara
bility of a bare particle from its Coulomb field can be auto
matically achieved as a by-product of a restriction to a pre-

102 J. Math. Phys .. Vol. 21. No.1. January 1980 

Hilbert or a Hilbert space, which is necessary to allow the 
statistical interpretation. 

The above selection of dressable states of any interac
tion partner D of M indeed shows a great similarity to the 
historical selection of square integrable solutions from the 
set of all solutions of the Schrodinger equation which first 
led Schrodinger28 to the eigenvalue problem of quantum me
chanics, then Born29 to the statistical interpretation, and von 
Neumann25 to the Hilbert space. In retrospection, this re
striction is absolutely necessary in view of the weight we are 
willing to ascribe to Born's interpretation. It would be very 
hard to discard undressed states as unphysical if they are in a 
Hilbert space; we must discard them if they are not. 

12. THE CONDITION OF VANISHING TOTAL CHARGE 
AND ITS IMPLICATIONS ON THE INTERACTION 
POSTULATE 

We finally consider the condition Q = 0 which has been 
mentioned several times. It is a consequence of the conve
nient definition of Y M as a Banach (or Hilbert) space which 
carries the indefinite scalar product in addition to a Banach 
metric. Since similar spaces have been used in constructive 
quantum field theory,9 it is maybe useful to first remember 
that in such a space we can only equip the distributionsr(x) 
of the total charge Q = 0 with their quantum mechanical 
Coulomb eigenfields. For the present theory this is certainly 
a defect, but it seems to be much less important in QED, as 
we want to now show. 

If M interacts with the quantized Dirac field D, the 
principle of charge conservation30 is realized by the relations 

(58) 

where Q = S d 3X J O(x) is the Schrodinger operator ofthe 
total charge, and H D' H M + D are the Hamiltonians of the 
free D and of the coupled system M + D, respectively. Equa
tions (58) mean that H D' H M + D are orthogonal sums,3i 

p = - 00 p= - 00 

of sectoral Hamiltonians H<g), H<tJ + D which act indepen
dently on the eigensectors Y<g), Y<:i + D of Q to the eigenva
luesp = ... , - 1,0,1,2, ... , These eigensectors correspond to 
unique, Poincare invariant decompositions 

Y D = $ Y<g\ Y M+D = $ Y<tJ+D (60) 
p= - 00 p= - rx;; 

of the respective state space Y D, Y M + D of D and M + D. 
The sectors YYJ) and the corresponding Hamiltonians H <g) 
can be constructed easily, the Yfl + D and H fl + D have not 
yet been analyzed, it seems. Our results allow a remark to 
this issue. 

The interaction postulate of Sec. 1 requires Y M + D 

= Y M ® Y D and thus 

Y M + D = Y M ® { p ~ ;_ 00 Y<g)} 

$ (Y M ®Y<g») (61) 
p = - 00 
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so that YC:; + D must be of the form 

YC:;+D = Y M ®Yy/, p = ... , - 1,0,1, .... (62) 

But our Y M fits only to Ytg), and so we must either extend 
the interaction postulate to 

(63) 
p = - co 

where Y~ agrees with our Y M and the other YC:; remain 
to be constructed (how?), or restrict the interaction postulate 
(1) to 

YM+D=YM®Ytg). (64) 

The second alternative seems to be more realistic. Since Ytg) 
contains all states where the electrons are "here" and the 
positrons "behind the moon, but not at infinity," the theory 
on Y M ® Ytg) can account for all realistic situations, and so 
it is a fuII substitute of QED altogether. In addition, it prob
ably avoids the infrared problem 15 and the virtual viola
tions30 of charge conservation implied in the usual formula
tion of QED of n-point functions. We learned here that it is 
an excellent candidate where dressing processes of quanta of 
D can be treated. The sectors Y(q,j,gqG» of Sec. 11 must of 
course be in Ytg) in this case. It thus appears that the restric
tion to Q = ° has more positive than negative aspects. 

13. COMPLETENESS AND DISJUNCTNESS OF THE 
LORENTZ SPACES 

From now on we give only the missing proofs of the 
theorems and statements of the preceding sections. Here we 
verify Theorem 1. 

We first remember that the missing closability of a (k) 
refers to one arbitrary, but then fixed value ofk and fl. How
ever, in contrast to this, in Secs. 4 and 10 we needed the 
vectors a" (k)a simultaneously for any fl and only almost any 
~ER 3. Itis therefore reasonable to define the global domain 
D(a) by D(a): = laEY M: Illaall 1< 00 J where Illaalll is 
given by 

IllaalW: = JdK ll a,,(k)a Il2 : 

"toJ d3klla,,(k)aI12= n~o nllanll
2
. (65) 

The last expression shows that D(a) agrees with the dense 
domain of the operator N 1/2 given in components by 
(N II2a)n =n Il2a n,n =0,1,2, .... Moreover, a (k)hasthe 
following closure property which will be needed for the 
proof of Theorem 1. 

We consider a" (k) as a mapping offi(a)~ Y M into the 
Hilbert space ,Jf" of the sequences a' = I a~ (K ),a; (K IK I), 
a z (K IK 2), ... J with the scalar product (cf. Sec. 3) 

((J'la') = n~o J dK J dKn f3'~(K IKn)a~(K IK"), 

(66) 

where a~ (K IK") is symmetric in the n pairs (kv 'flv) in K n, 
but not necessarily in the pair K = (k"u). We have a (k) 

(N 1/2' " = + 1) P, where P IS defined by a ~': = Pa, 
a~ (K IK n) = an + I (K;K n), and (N + 1)112 by 
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a' _(N + V 12a', 

(N + V12a ')n(K I Kn) = (n + 1)1I2a~(K I Kn) 

= (n + 1) I12a n + 1 (K;K n). 

P is defined everywhere on Y M and continuous, so it is 
closed. (N + 1)112 is self-adjoint on,Jf" and so it is also 
closed. It is clear then that (N + V!2p = a (k) is closed in 
t~ following sense: Let the sequence a(m), ~ = 1,2 .... , aim) 
ED(a) for any m, converge to any point a in Y M' and let 
a" (k)a(m) converge for any givenfl and almost any given k to 
so~e y" (k)EY M satisfying IIIYII12: = SdK Ilyl' (k)11 2 < 00, 

thIS convergence being understood in the sense of the usual 
~auchy convergence on ,Jf". Then a was in D(a) and a" (k)a 
IS equal to Yl' (k) for any fl and almost any k. 

It is obvious that similar sttements also hold for the 
operators ala) (k), ab(k), a g(k), L (k). We need the theorem 
for L (k): 

Let D(L): = [aEY M:IIILalll < 00 J be the global do
main of L (k) where 111···111 is now defined by IIILal W 
= Sd 3k ilL (k )aIl 2

• It is clear that D(L) is dense. Let a(m), 
m = 1,2 .... , be any convergent sequence in D(L ). In general, 
its limit aEY M is not in D(L ). However, a is in D(L ) ifthe 
sequence L (k)a(m) converges for almost any kER 3 to some 
point y(k)EY M satisfying Sd 3k lIy(k)1I2 < 00. Then also 
y(k) = L (k)a for almost any k. 

We can show now that !.t'q is complete, i.e., that the 
limit of any convergent sequence in !.t'q is in 2'q again. Let 
a(m)E!.t'q be a sequence with the limit aEY M' As L (k)a(m) is 
equal to q(k)a(m) for any m, the sequence L (k)a(m) converges 
to the point y(k): = q(k)a which satisfies Sd 3k II y(k) II 2 

= lIa /1 2 Jd 3 k I q(kW < 00. It follows from the above that a 
was in D(L ) and that L (k)a is equal to q(k)a, which means 
aE2'q, as stated. Note that 2'q ~ D(L )holds for any qED by 
the definitions of !.t'q and D(L ). 

The proof of relation (33) is nearly trivial: Assume that 
a is an element contained in !.t'q as well as in 2'q', q=j:.q'. So 
we have L (k)a = q(k)a = q'(k)a and thus 
[q(k) - q'(k)]a = 0 for almost any k. Multiplying this by 
q*(k) - q'*(k), and integrating over k we get Ilq - q'fl2a 
= 0, where 11···11 now denotes the L2 norm. So IIq - q'lI > 0 

for q =j:. q', and all components of a must vanish nearly every
where. This means a = 0 and thus yqn!.t'q' = 10 J, as 
stated. 

14. SMEARED FIELD, WEYL, AND SOME OTHER 
OPERATORS ON Y M 

For the proof of the other theorems and statements we 
now define some further operators and note some useful re
lations between them. 

For convenience we introduce contravariant creation 
and destruction operators by a + I'(k): = g "V av+ (k), a"(k) 
: = gl'V av(k). Consider now the smeared field operator 

F[cl:= f d 3k [c"(k)a}t+(k)-c!(k)al'(k)], (67) 

where c = c" (k) is any element from (£. In accordance with 
(18) we have 
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1 n 

= 112 L cl<.,Ckv)an - \(K n,\(kv,IlJ) 
n v= I 

- (n + 1)112 J d 3
k I<to gl<l<vcik)an + \(k,Il;K

n
). 

(68) 

We see that F I c) maps the dense set [);;2[)c of all a which 
have only a finite number of nonvanishing components 
an (K n), into itself. Therefore, F I c} as well as any power 
(F (c j)m, m = 1,2,.··, is densely defined on Y M if CE0:. By 
straightforward use of (18) and (68) we get for any C,j,gE0: 

[al< (k),(F I c ])m] = mcl' (k)(F I c j)m - \, m = 1,2, .. ·, (69a) 

[al'+ (k),(F Ie })m] = mC:(k)(F I c})m - t, m = 1,2,.··, (69b) 

[Flfl,FI gll = f d 3k [f!1(k)g:(k)- f:(k)gl«k)], 

(69c) 

F I c} + = F I - c} = - F I c }. (69d) 

All equations hold on dense domains which enclose [). 
Equation (69c) can be continued to Y M' Equation (69b) is a 
consequence of (69a) and (69d); it is not relevant that the 
single terms in the commutator do not exist properly. 

The most important operators of type (67), (68) are the 
cut-off field operators II ~(x), A ~(x) obtained from (35) by 
restricting the integral over k to any bounded region r in R 3. 

In analogy to (69c) they satisfy 

[II r(x),A ~(y)] = _ i g _1_ r d 3k eIK(" - y) 

1<' flV (21T)3 In ' 
(70) 

[II ~ (x),n ~(y)] = [A ~ (x),A ~(y)] = O. 

For r --+R 3 these operators "approach" the desired field op
erators (35) and properly satisfy (2). In the sense of this "lim
it" we have represented the field commutation relations (2) 
on Y M' in close analogy to the usual representation of Bose 
field commutation relations on a Fock space. 

As any polynomial in F I c 1 is densely defined on Y M 

we expect that the Weyl operator 

W { c J = expF I c j 

= exp f d 3k [ c'£(k)afl+ (k) - c:(k) afl(k) 1 (71) 

can be defined on Y M by its power series. In the Appendix 
we convince ourselves that this series indeed converges for 
any aE[). However, in contrast to the corresponding case on 
a Fock space we have no proof that it can be continued to 
Y M by the usual continuation by continuity. We have 
namely, in general, II W I c}all =f lIall· However, we also show 
in the Appendix that WI c} can be continued to any !fq, 

qED., and this is all we actually need further on. 
On [) and, if necessary, by continuation on any !fq

, we 
thus get for any C,g,JEC£ the relations 

[afl(k),Wlc}] = cp(k)Wlc},[ap+(k),W(c}] = c:(k)Wlc}, 
(na) 
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W(f+gj 

= WlflWlgj exp [ -iIm f d3kf!1(k)g:(k)], 

W(c} =exp [ -! f d 3kC:(k)C"(k)] 

xexp[f d 3kc'£(k)a l;+-(k)] 

xexp[ - f d 3kc:(k)a
p
(k)], 

WI-c}=W(cJ+, 

(nb) 

(72c) 

(nd) 

which are the main tools for our conclusions. The last formu
lameans (W{cJaIW{cJa) = (ala), like on a Fock space. 
By (72c) we find easily that the coherent state (26) satisfying 
(ala) = l,isgivenbya = W{cJw.ForanY"curve"c[t]in0: 
I with components cp (t,k) with the property that c[t] [with 
componentsc

l
£: = (a fat )cp (t,k») exists in C£ for any t in con

sideration 1 we get by means of (nd), 

:tWIc[t1) = kldt ]} +iIm f d 3
kC:(k)c'"(k») 

X WI crt ]j. (73) 

We shall also need the operator (we define Ikl I + .. , 
+ I km I : = 0 for m = 0) 

oc 

Uo(t): = Ell exp[ - it(lk1 I + ... + Ikm I)], (74) 
m=O 

and some relations to other operators. Uo(t) is the direct 
sum of multiplication operators on the subspaces Y~ of 
Y M which contain the elements a with only one non vanish
ing component am (K m), m = 0,1,2,.··. Uo(t) is defined ev
erywhere on Y M and unitary, U o+(t) = Uo( - t) 
= Uo (t ) - I. By straightforward use of the definitions (18) 

and (74) we get 

al£(k)Uo(t) = Uo(t)a,,(k)e-ltlkl,ap+(k)Uo(t) 

= Uo(t )ap+ (k)eit Ikl, 

F If ttl ]) UO(t2) = Uo(t2)F Ie [td1 ttl ]}, 

Wlf[t l ]jUO(t2)= Uo(t2)Wle[t2 ]1[t1 ]}, 

(75a) 

(75b) 

(75c) 

where e[t ] is the function eit Ik I, to be considered qua function 
of k. We note finally that Uo (t) is the time evolution opera
tor as formally generated by the direct sum'l 

Ho = m~o(lkll + ... + Ikm 1)= f d 3
k Iklap+(k)al£(k) 

(76) 

of multiplication operators I kl I + '" + I km I on YZ· It is 
densely defined and self-adjoint because the corresponding 
proof 31 can be carried over to any Y~. 

15. THE ISOMORPHY OF ALL LORENTZ SPACES 
RELATIVE TO THE INDEFINITE METRIC ON .Y'M. AND 
THEIR PRE-HILBERT SPACE PROPERTIES 

We are ready now to verify Theorems 2-4 of Sec. 5. 
For Theorem 2 we consider the Weyl operator W {c J 

corresponding to any CE0: which satisfies cp. (k)k p = q(k), 
qED.. Further on, let a be any element froro !f0 so that 
L (k)a = k Pal" (k)a = O. Then WI C Ja is in .Y'M and by 
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means of (72a) we get 

L(k)W(c}a 
= kl"al"(k)Wlcja = kI"Wlcj(cl"(k) + al"(k»a 
= q(k) W I c I a for almost any k. (77) 

This means W (cjaEJ{'q. Themappinga--W! cIa therefore 
depicts J{'0 into J{'q. Now let a' be any element from J{'q so 
that L (k)a' = q(k)a', and consider the equation 

L(k)W[ -cJa' 
= kl"al"(k)W I - cIa' 

= kl"W ( - cj( - cJL(k) + aJL(k»a' 

= -q(k)W( -cJa'+ W( -cJL(k)a'=O. (78) 

The mapping a' --W { - c I a' therefore depicts yq into J{'0. 
But because of WI - cl Wlcla = a and 
W {c J W { - cia' = a', both mappings are onto and one-to
one, and we can write 

(79) 

From (W {clal W (clp > = (alP> we now obtain the stated 
isomorphy J{'°+-'f-Y9, and by the iteration Y9 ___ J{'0 ___ .yq 
we get the isomorphy of all Lorentz spaces. 

Note that the equation k I"cl" (k) = q(k) has, in general, 
more than one solutions CE~ so that correspondingly many 
mappings J{'0+-+!fq exist. This will playa certain role later 
on. 

We now prove Theorem 3. In view of the above it holds 
clearly on any yq if it holds on yo. But on J{'0 it is equiv
alent to the main achievement of the conventional Gupta
Bleuler formalism. Since the statement is usually proven in a 
somewhat heuristical way we give a short generalization in 
the present terminology which will also be needed for the 
proof of Theorem 4. 

By a straightforward application of definition (1 Sa) of 
al" (k) we get on D 

an(Kn) = an(k l ,PI ; ... ;kn,Pn) 

= «(I) I aI"' (k l ) ... al" .. (kn) a )/(n!) 112. (SO) 

By continuity this holds for any a. By means of (20) and (22) 
we get 

all (k) = e~)(k)a(a) (k) (Sl) 

and thus 

a (K n) = _1 _ e(a')(k ) ... e(a")(k ) 
n (n!)1/2 1", I JL.. n 

X (61 I a(<<,) (k l ) ... a(<<,,) (kn)a). (S2) 

Inserting this into (16) and using (20) we obtain for any 
a,/3EY M' 

00 1 
(13/ a) = (61 Ip)"'(w I a) + I -

n = I n! 
3 

X L g(u l U1 ) ... g(Un un)I (UU· .. ,Un ), (83) 
171 •... ,17,,=0 

l(ul, .. ·,Un ): 

= I d 3k l .. • I d 3kn (w I a(a')(k l )".o(a")(kn)p)'" 

X (w I a(o-l)(kJ ... a(o-·)(kn)a). (84) 

105 J. Math. Phys., Vol. 21, No.1, January 1980 

In view of (28), definition (29) means a(3) (k)a = - a(O) (k)a 
for any aEJ{'°. Therefore, we have 

I (ul , ... ,U v _ I ,O,u v + I "",O'n) = I (UI ""'Uv _ I ,3,uv + I , ... ,un ) 

(85) 

for any a,/3EYo, any n and lIE {I , ... ,n }, and any u l , ... ,U v _ I' 

u v + I , ... ,un • The contribution of the terms U I = ° and U I 

= 3 to the n-fold sum in (83) reads 
3 

g(OO) I g(u2 uz) .. ·g(un un) I(0,u2 , .. ·,un ) 

(fl, ... ,(T" = 0 

3 

+ g(33) I g(U2 U2) .. ·g(UnUn ) I(3,u2,· .. ,un )· (86) 
a 2 ••.. ,an = 0 

This vanishes because of (S5) and g(OO) = - g(33). It fol
lows that the factor g(u l u I ) = 1 can be ignored further on. 
Repeating the same arguments for the sums over U2 ""'Un we 
finally get for any a,/3E.Y°, 

(,81 a) = (w IP)'" (w I a) + ntl ~! J d 3
k l • .. 

X J d 3kn «I •. t = I (61 I a(a,) (k l ),,·a(<<.) (kn ) 13 )'" 

X (w I a(o-,) (k l ) ... a(O',,) (kn ) a). (87) 

For (J = a this yields (a la) >0 which proves theorem 3. 
Finally consider the vector 

ah: = J d 3k h (k)L + (k) W = I O,kl" , h (k l ),O, ... ) f 0, (88) 

where h (k) is any complex-valued, square integrable func
tion over the R 3. As 

L (k)a h = k JLOJL (k)! O,kJL, h (k),O, ... ) 

= k Ji! kl"h (k),O, ... J = ! O,O, ... ) = 0, 

a h is in yo. Using kl"k Ji = ° once more, we get (a h lah
) 

= Jd 3k kJikJi Ih (k)12 = 0. Therefore, a: = W{cJah also 
satisfies (ala) = 0 and is in !f q if c is any solution of 
cJL (k)k Ji = q(k). 

Let c' be any solution of < (k)k Ii = q'(k), q' i=q, and 
consider the vector p: = W ( c' I w in yq' which clearly satis
fies (,8 113) = (wlw) = 1. By means of (72) we get 

(alP) = f d 3kh"'(k)(wIL(k)W{ -cJW/c'}(L) 

= f d 3k h "'(k)(61 / WI - c}(L (k) - q(k»Wfc'Jw) 

= (w I W( - cJ W(c'Jw) J d 3k h *(k)(q'(k) - q(k». (89) 

The first factor is a pure exponential different from zero. As 
q'(k) - q(k) does not vanish by assumption, we can always 
find a function h (k), e.g., h (k) = q'(k) - q(k), such that the 
second factor is also different from zero. So we have 
(alP) fO. 

If, in contradiction to theorem 4, the Cauchy-Schwarz 
inequality holds on the span of yq and 2'q', the above vec
tors a,/3 would always satisfy / (alP) 12 
.:;; (,8 IP) (a la) = 1·0 = O. So Theorem 4 must be true. 
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16. THE GAUGE HILBERT SPACES IN ANY LORENTZ 
SPACE 

We now verify Theorem 5. In view of Theorem 2 the 
proof is also needed only for !.t' 0. 

We first show that yTtr, as defined by (24), is indeed a 
Hilbert space. Its completeness could be proven in analogy 
to Sec. 13. It is once more contained in the following proof of 
the isomorphy of jnr and the usual Fock space Y: of trans
verse photons, which verifies all other Hilbert space proper
ties of ytr as well. 

Let cp be short for the sequence 

<P = ! <PO' <PI (kl,A I)' <P2 (k l , A I ;k2 , ,12), ... j, (90) 

wehre the nth component <Pn of <P is a complex number for 
n = 0, and for n = 1,2,.·" a complex-valued, symmetric 
function CPn = <Pn(kI,AI ; ... ;kn,An) of n pairs (kv,Av). Each 
kv varies continuously over the IR 3, and each Av assumes the 
values 1,2. For any given Al , ... ,An, <Pn is defined almost ev
erywhere on IR 3n. Let X be defined similarly and consider the 
sesquilinear form 

(<p Ix)=<ptXo + ntoA1t=IJ d 3
k l ••• J d 3

kn 

Xcp !(kl,AI ; ... ;kn ,An)X n (kl ,A I ; ... ;kn,An)· (91) 

Denote by [!1J ... the complete set of all <P for which (<pI<p) 
exists. Equation (91) defines a Hilbert metric on [!1J ... ' and 
the pair Y:: = ([!1J ... ,(·1'» is indeed a Hilbert space, theusu
al representative of the Fock space of transverse photons. In 
order to get its isomorphy to ytr we see by comparison with 
(87) that the mapping a-+<p = <pea), as given by 
<Po: = (w I a) 

and 

<Pn(kl,AI ; ... ;kn ,An): 

= (w I a(A,)(k l ) .. ·a(A.)(kn)a)/(n!)1I2 (n = 1,2, ... ), 
(92a) 

depicts ytr isometrically into y~. Moreover, the mapping 
<p-Kl = a(<p), as given by 

ao = <Po 

and 

an(k l ,f.ll ; ... ;kn,f.ln): = (n!)I12 
2 

X L e~~')(kl ) ... e~:')(kn)<P (kl,AI ; ... ;kn ,An), A, ..... A.= t 

n = 1,2, ... , (92b) 

depicts Y~ onto ytr. This is easily verified by showing that 
a(cp) satisfies a(O) (k)a(<p) = 0 = a(3) (k)a(<p ), cf. (24). Fur
ther on, we easily find <p(a(<p» = cp, a(<p (a» = a, so that 
(92) defines an isometrical one-to-one mapping ytr++y~, 
which proves the isomorphy of y~ and ytr. As ff: is a 
Hilbert space, ytr also must be a Hilbert space. 

On !.t'0, the mapping a-+<p(a) allows the definition of 
the equivalence relation - : a - [3 if <p(a) = <p(f3). The 
equivalence classes [a I, [[3 I are elements of a Hilbert space 
Jf'0 if the scalar product ({ a I I [[3}) oftwo equivalence 
classes is defined by the scalar product of any of their ele-
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ments, ({ a I I [[3 j) = (<p (a) I <P ([3» = (a 1[3), which is pos
sible by (87). Jf'o is obviously isomorphic to y~ as well as 
to 57tr so that aEytr can be chosen as the representative of 
an element of Jf'0. 

Let g = g(k) be a scalar function such that the 4-vector 
kg = k I'g(k) is in ~. We claim that the Hilbert space 

,~~: = W!kgJytr, (93) 

the image of ytr under the mapping a~ W ! k g I a, is in !.t' 0, 

and that a and W [ kg I a are equivalent, a - W [ kg I a. For 
the proof of the relation W [ kg J aE!.t' ° if aEfftr we use 
[L (k), W ! kg J] = 0, which follows immediately from kl' k I' 
= ° and (72c). So we get for any aE!.t' 0: 

L (k)W {kg)a = W[kg)L (k)a = 0, which means 
W {kgjaE!.t'°inparticular. Toprovea- W {kgJaweverify 
<pea) = <p(W!kgJa) for any aEytr. Because kp kl' = Owe 
get from (72d) 

W{kgl = [exp f d 3kg(k)L + (k)J 

X [exp( - f d 3k g*(k)L (k»)]. (94) 

Consider first the component 

CPo: =<p(W{kgJa)o = (w I W{kgJa) 

= (w I [exp f d 3k g(k)L + (k) J 

X [exp( - f d 3
k g*(k)L(k»)]a) 

= ([exp ( - J d 3
k g*(k)L(k»)] 

XW! [exp( - f d 3k g*(k)L (k»)]a). (95) 

In the last equation we have used the fact that the factors in 
(94) are the adjoints of each other. Now considering the se
ries for the exponentials in (95) we recognize that only the 
first term gives a contribution because in all other terms the 
operator L (k) acts on an element of !.t' ° which yields zero. 
So we get <Po = <p(W{kgJa)o = (wla) =<p(a)o,whichis 
the statement for the zero-component. Now consider the nth 
component 

<Pn =<p(W!kgJa)n 

= (w I aA,(kt) ... aAn(kn)W{kgJa)/(n!)1I2 

= (w I aA , (k1 ) ... a"Jkn )[ exp f d 3k g(k)L + (k)] 

X [exp J d 3k g*(k)L (k)]a) fn!) 112. (96) 

The last exponential reproduces the state a as above. Equa
tion(29) and the commutation relations for the a«T) (k) [cf. 
(22)] show further that the first exponential can be ex
changed with the destruction operators left of it because any 
Av assumes only the values 1,2. Then the exponential acts on 
w as above. So both exponentials can be omitted, which 
means <Pn = <p(a)n' and <pea) = <pew [k gJa), as stated. 

For the complete proof of Theorem 5 we must still ver
ify Eq. (37): Assume that a is contained in both,w' ~ and 
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JY'~ so that a = W{kgja l = W{kg'ja2,at,a2eYtr
• This 

means a l = W {k (g - g') ja1
, and as a(O) (k)a l = 0, also 

a(O) (k) W { k (g - g') j a 1 must vanish. But by (72b) we get 

a (0) (k) W I k (g - g')Ja1 

= W {k (g - g') J [ko (g(k) - g'(k» + a(o)(k) ]a1 

= [ko(g(k)-g'(k»]W{k(g-g')Ja1
• (97) 

This vanishes if and only if a 2 = 0 which means a = 0 and 
thus indeed JY' ~ n JY' ~ = {o J if g¥g'. 

17. THE TIME EVOLUTION OPERATOR U(t) 

We are ready now to verify the unproven statements in 
Sec. 6. 

By means of (73) we can easily show that the operator 

U(t): = e - i~(t)UO(t)W {/[t 1] 
= e - J~(t)W (e[ - t] f[t ] j Uo(t) (98) 

satisfies Eq. (39) if Uo (t) is given by (74), and the functions 
,p (t ),J[t] are defined by 

/P(t,k): = - if dt' eit'lkl f#(t,k), 

<P(t):=Im f d 3k fdt'eit',k'f!(t',k) 

Xfdt" eit"lkl f#(1 ",k). (100) 

II' (I,k) is given by (38) and/p (I,k) is in (f ifj # (x) satisfies the 
conditions of Sec. 1. Because of iJ' jl' (x) = 0 we get the 
identity 

kl' /p (I,k) + eit Ikl Io(t,k) = fo(O,k). (101) 

By straightforward use of (72c) we get U + (t ) U (I) 
= 1 = U (t)U + (t), i.e., U + (t) = U - 1(1), as stated in 

Sec. 6. Equation (45) is obtained similarly by a straightfor
ward use of(72) and (98)-{100). This also proves Statement 
1. 

For the proof of Statement 2 we use once more the state 
a h given in (88). Further, let cE(f be any solution of k I' cl' (k) 
= q[O](k), and consider the vectors a: = W {c J a h

, 

p: = W (cJm which are both in .Y q[O] and satisfy (ala) = 0, 
(PIP) = 1, (alP) = O. Now consider 

(a I U(I)P) =e-i<l>(t)(ah I W{ -cjW{e[ -I]f[t]j 

X Uo(I)W{cjw) 
=e-i<l>(t)(ahIW{ -cjWle[ -t]f[t]j 

X WIer - t ]elm), (102) 

where use has been made of (98), (7Sc), and Uo(t)m = m. 
Now inserting for a h and shifting L (k) through the Weyl 
operators we get by means of (72a) 

(a I U(t)13 > 
= (m I WI - c j WI e[ - t ] f[t ] j WI e[ - t ]c 1m) 

X f d 3kh*(k)gt(k), (103) 

where g t (k) is given by [recall [O(t,k) = q[t ](k)!] 

g t(k): = - q[O](k) + k# II'(t,k)e - it Ikl + e - it Ik1q[O](k) 

= q[I](k) - q[O](k). (104) 
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The first factor in (103) is always different from zero. For 
any time I for which q[1 ](k)#q[O](k), i.e., forjO(I,x) 
#jO(O,x), we haveg t(k)#O and so we can find an h (k) so 
that the second factor in (103) is also different from zero. So 
we obtain (a I U(t){3) #0 despite of (ala) = 0, as stated. 

18. THE OPERATOR MAXWELL EQUATIONS ON A 
LORENTZ SPACE 

We prove now Statements 3-6 in Secs. 7, 8. 
As U (t ) is explicitly given by (98), we can now easily 

compute the Heisenberg operators (40), (41). Using (72), 
(75) we so get 

AI'(x) =A ~(x) + a:(x), 0l'(x) = n~(x) + -rr:(x), 
(105) 

F I'Ax) = F~y(x) + I:" (x). 

A ~ (x), 0 ~ (x), F~1'(x) are the Heisenberg operators of the 
free Maxwell field which are obtained from the correspond
ing SchrOdinger operators (35), (36) by replacing the expon
entials e ± ik" by e ± ikx. The real functions a R(X), 1T R(X), 

R I' I' 
11'1' (x) are obtained from A ~ (x), 0 ~ (x), F ~v(x), by respec-
tively replacing the operators al' (k), al'+ (k) by the functions 
I!' (t,k) I! (t,k). By means of (105) we can now easily fill the 
gap in the proof of the results quoted in Sec. 6. Since II' (t,k) 
vanishes for t = 0, at t = 0 the operators (105) agree with 
SchrOdinger operators (35), (36), as it must be. 

We consider the functions a ~(x), 1T ~(x),J!v(x) in 
some detail. By the above prescription we obtain, e.g., 

a! (t,x) = f d 3kD(k)[ei
(kx- 1k 1t)ll'(t,k)+cc] 

- 1 f d
3
x' 

= 41T Ix -x'i 
X UI' (t - I x - x' I ,x')B (t - I x - x' I) 
- j#(t + Ix - x'i ,x')B( - t - Ix - x'I)], (106) 

whereB (1') = 1 for 1';>0 and 0 (1') = Of orr <0. The first (sec
ond) term vanishes therefore for t < 0 (t> 0). At t = 0, both 
a! (t,x) and (a I at )a! (t,x) vanish. At t > 0, a!(t,x) is a retard
ed amplitude composed of><signals" which were emitted by 
the currentj # (t ',x') in the points x' at the previous times 
t ': = t - I x - x' I, 0 < t ' < t. Moving with the velocity of 
light and being attenuated by an inverse distance law, be
tween t ' and t these signals were propagated from the points 
x' to the point x we look at, At time t they all arive at x and 
build up the amplitude a:(t,x) by interference. The ampli
tudes -rr:(t,x),J:(t,x) have similar causal structures. In addi
tion, -rr:(t,x) satisfies -rr:(t,x) = (alat )a;(t,x), -rr:(O,x) = o. 

yre find easily that the pair 1T : (t,x), a :(t,x) is a special 
sol~tlon o~ Eq. (6), and that the operators A ~ (t,x), n ~ (t,x) 
satIsfy (6) In the casejl' (t,x) = O. So the proper Heisenberg 
operators 01' (x), A!, (x) satisfy (6), and thus also (7), in the 
sense of operator identities on Y M' as could be expected. 
Consider also the field operator 

FI"'(x): = f d 3k D(k)[ik#(a,,(k) + Iy(t,k» 

- ik,,(al'(k) + II'(t,k» ]eikx + cc (107) 

as defined by the above prescription. We can easily see that 
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F"v(x) itself as well as its operator part F~v(x) satisfy (9) as 
an operator identity on ,9' M whereas a: (x) andf:v(x) satis
fy the same equation in the sense of a c-number solution. 
This proves Statement 3. 

As AI' (x) is now explicitly given we can compute the 
expression for a!' AI' (x). By straightforward calculations we 
find 

aI'AI,(x)=i J d 3kD(k)[eikX(L(k)-q[O](k»+cc], 

(108) 

where I O(O,k) has been replaced by q[O](k). Since 
L (k) - q[O](k) is independent of t we get the identity (47), 
but iJ'AI' (x) is indeed not the zero operator on Y M' Howev
er, we recognize that its restriction to 5t' q(O] is the zero oper
ator on ,5t' q(O] because the matrix elements (aIO"AI' (x)P > 
vanish for any x and for any a,/3E5t' q(O]. This is Statement 4. 

Since Statement 5 needs no further proof we look imme
diately at Statement 6: Let atr, P tr be any normalized ele
ments from ytr and letg = g(k) andg' = g/(k) be any gauge 
functions. Define by aD: = W I kg j air, po: = W [ kg jp tT a 
couple of elements of JY ~, and by a O

/: = W I kg' j a tT
, P 0/ 

: = W I kg' J P tr a couple of elements of JY ~ .. These elements 
satisfy a O _ao/ po _pOI, (aD 1 pO) = (aD/I POI) 

= (atr 
1 P tT). Let c = cl' (k) be any solution of k I'cl' (k) 

= q[O](k) and finally define the elements a: = W [c Jao, 
P = Wlcjp O, a/ = W [cJao/,p/ = W[cjPo/. These ele
mentssatisfya-a',p-p', (a IP) = (a/ IP/) 
= (atr 

1 P tr), and any normalized elements a, p, a', P / in 
!/' q(O], which satisfy these relations, can be written in the 
form given. Consider finally the difference (a 1 AI' (x)P ) 
- (a/I AI' (x)P '). By (105) we may replace AI' (x) by A ~ (x) 

without changing its value. So we get 

(a IAI' (x)P) - (a/ IAI' (x)P /) 

= J d 3k D (k)[ eikxzl' (k) + cc], (109) 

where zl' (k) is given by 

ZI' (k): = (a I al' (k)P ) - (a/ I al' (k)P') 

= (atr I W[ - kgJ W [ - cJ al' (k) WlcJ W [kgJptr) 

- (air 1 WI - kg/j 

XWI-cjal,(k)WlcJW[kg/Jp tr
). (110) 

Using W[ - cjal,(k)W[cJ = al'(k) + cl'(k) we see that the 
contributions from the term Cl1 (k) cancel. Using the same 
fromula once more we get 

(111) 

If this is inserted into (109), the right-hand side assumes the 
form of the right-hand side of (48) because (alrlptr) 
= (5 I iJ). 

By (107) we similarly get 

(a 1F,,,.(x)P) - (a' /F,tv(x)P /) 

= J d 3X D (k)[ikl' zv(k) - ikv zl' (k) ]eikx + cc (112) 

with the same zl' (k) as above. The right-hand side of (112) 
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therefore vanishes, and this already completes the proof of 
Statement 6. 

19. THE STATIONARY CASE 

We now verify Statements 7-9 in Sec. 10 which are all 
related to the stationary casej I'(t,x) = j P(O,x), I P(t,k) 
= I P(k), I O(k) = q(k). 

The time integrals in (99), (100) can now be computed 
explicitly and lead to 

f /t,k) = (1 - eit Ikl)I /k)/ / k I, (113) 

4> (t) = t·L + J d 3k I !(k)I P(k)[sin(t 1 k 1)]1 1 k 12, (114) 

where L is given in (53). Inserting this into (98) we get a 
simpler form for U (t). Statement 8 can then be easily proved 
by a straightforward verification. 

By completing the square in (37) we obtain for the Ha
miltonian H = H t the expression 

H = J d 3k /kl [a l; (k) + I!(k)/Ik/] 

X [al'(k)+II'(k)//k/l +L. (115) 

By means of (72b) we can write this in the form 

H= Wlej(Ho +L)W[ -e}, (116) 

where Ho is the Hamilton operator if M is free, Ho{J) = 0, 

and e is the special4-vector el' (k): = - II' (k)/ 1 k I. Because 
kICk) = 0, it satisfies k I'el, (k) = - k I'll' (k)ll k 1 = IO(k) 
= q(k) so that the coherent state p: = WI ej{J) is in 5t' q. 

Moreover, we have 

HP= W[ej(Ho +L)W!-ejW[ej{J)=LW!ej{J)=Lp, 

so that P is indeed an eigenstate of H to the eigenvalue L. 
For the completion of the proof of Statement 7 we must 

only show that it is the only eigenstate of H in 5t' q. Let a be 
any element of Y q. We show in the Appendix that W [ eJ a 
exists. By means of (98) we further find 

U(t)W!eja = e-i<P(t)W!e[ - t ]f[t] jUo(t)W!eja 
= e i<P(t)W!e[ - t ]f[t] j 

XW[e[ -t]eJUo(t)a 

=e-iILW[ejUo(t)a. (117) 

For a = (J) this reproduces the eigenstate property of pas 
Uo (t )(J) = (J). As (J) is the only state in Y M with this property, 
P = W! ej Uo (t){J) is the only state in yq which satisfies 
U (t)P = e'" iIE/3, whereEisanumber, in our caseE = L. SoP 
is indeed the only eigenstate of H. 

We come now to Statement 9: In Secs. 15 and 16 we 
defined JY i by JY i: = W! c j W ! kg j ytr 
= W [c + kg j ytr, where CEC§: was any solution cl' (k) of 

k I'cl' (k) = q(k), andg = g(k) was any gauge function. But as 
c/ = c + kg' with any g/(k) is also a solution of k I'c~ (k) 
= q(k), we must either specify c or g. A natural choice is 

c = ewith the above e. So we finally define the gauge Hilbert 
spaces in yq by 

JY; = W!e+kgJytr. (118) 

For the proof of Statement 9 we must show that g can be 
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chosen so that U (t )2: = 2:, and that {3 is in this 2:. 
We claim that this is achieved for g(k) = 0 if we adopt the 
definition (118). As {3 = W I c) (U is in 2 g, we must only 
verify that U (t)2: = 2: holds only for g = O. The rela
tion 2: = U (t)2: is obviously equivalent to the equa
tion Y, = ytr where Y, is given by 

Y,: = WI - c - kg) U(t)Wlc + kg)ytr. (119) 

So Y, must satisfy a(O)(k)Y, = 0 = a(3)(k)Y,. By means of 
(98), (75c), Uo(t )ytr = ytr, (72b), and finally by (101) and 
the definition cl': = - I I' (k)/ I k I we find 

Y, = WI-(c+kg)Wle[ -t]f[t]JUo(t)Wlc+kg) 
xytr 

= WI - (c + kg) W Ie[ - t ] J[ t ]J 
X Wle[ - t](c + kg»)ytr 

= WI(e[ -t] -I)(c-c+kg»)ytr 

= WI(e[ - t] - l)kgJytr. 

By (72a), (94a), the conditions to be satisfied are 

° = - a(O) (k)Y, = (e- it1kl - l)ko g(k)Y" 

o = a(3) (k)Y, = (e - it Ikl - I)(k r k r / I k I)g(k)Yt • 

(120) 

(121) 

As e - itlkl - I does not vanish identically in k and the same 
holds for ko and k r k r = I k 12, the conditions (121) are met 
if and only if g(k) = 0. 

the choice c = c is arbitrary relative to the transverse 
part of c which however only depicts 2 g, as defined by 
(118), onto itself. The space 2 g is therefore uniquely de
fined by the requirements U (t )2 Z = 2 g and{3EJY' Z. This 
completes the proof of Statement 9. 

20_ THE GAUGE INVARIANT ENERGY 

In this last section we verify Statements 10 and II relat
ed to the concept of energy. 

For statement lOwe note that the restriction H g of H to 
2 g which exists by the general arguments quoted in Sec. 
10, is of course determined by the equation H g a = Ha for 
any aEJY' gnD(H). This a can be written in the form 
a = WI cJatr, where atrEytr is conversely given by atr 
: = WI - cIa. As r: = HZa is in 2 g for any aED(HZ) 
= 2ZnD(H), it can be similarly written in the form 
r = W I cJ ir, and so we get by means of (116) 

i r= WI-cJHWlcJatr=(Ho +L)atr 

= [L + f d 3k I k I al'+ (k)al'(k) ]atr 

= [L + f d 3k I k II a(l)+ (k)a(l)(k) + a(2) + (k)a(2)(k) 

+ a(3) + (k)a(3) (k) - a(O) + (k)a(o) (k) J Jatr. (122) 

The contributions from the last couple of terms vanish be
cause of (24a). What remains is the usual "energy"-Hamil
tonian H g of free, transverse photons. So we obtain HZ in 
the form 

HZ = Wlcj(Hg +L)WI-cJ (123) 
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which verifies Statement (10) up to Eqs. (55) and (56) which, 
however, are straightforward consequences of the definition 
(118) of 2 g. 

Let us finally return to .2" q and verify the last State
ment II which can also be written in the form: Uq(t)a 
- uq(t){3 if a -{3, a,/3E.2" q. This is equivalent to: U q(t) 
X(a - {3)-o if (a - {3)-o. Now let r-o, rE.2"qbe given, 
and consider (0 I uq(t )r) for any OE.2"q. By the Cauchy
Schwarz inequality which holds here because uq(t)r is in 
.2" q, we get 

1 (01 uq(t)y) 12 = 1 (uq( - t)oIY) 12 

«uq(-t)oluq(-t){j) <rlr> =0, 

i.e., (01 uq(t )y) = 0 for any OE.2"q. In particular, for 
0= Uq(t)r we get < Uq(t)r 1 Uq(t )y) = 0 so that Uq(t)y 
= Uq(t )(a - {3)-o, as stated. 

APPENDIX: ON THE DOMAIN OF A WEYL OPERATOR 
ONYM 

We show first and in the usual way that D( W Ie J) is 
dense, cf. (71). 

Let a = an be any vector in Y M with only one non van
ishing component an (K n), n = 0, I, .... Denote by Fl I c) and 
F21 c I the first and second term in (67) so thatF I c) = FI Ie J 
+ F2 Ie J . We obviously have the relations 

1IFIIcJanll«n + V 12
llcllllan ll 

and 

IIF2 {c Jan II <n
l12

llcllllan II < (n + 1)
1I2

11 clllla n II 

so that 

IIF{cJanll«n + 1)1I221Icllllanll, 

where Ilcll is given by 

II c ll
2 

= I'tof d
3
k iCI'(k)i

2
. 

By induction we can easily obtain the relation 

(AI) 

(A2) 

IIF I c I "an II < [(n + v) .. ·(n + 1)] 1I2(211c11Ylian II (A3) 

and thus 

IIWlcJan11 = II vto :! (FlcJtan II 
00 I 

<lIan II L - [en + v) ... (n + 1)]1/2(2I1cllt 
v=o v! 

<llan II ~ _1_ [en + 1)1/221IcIW. (A4) 
v~o (v!yl2 

The last sum converges for any n. So WI c J is defined at least 
on the dense set D of all a with only a finite number of non
vanishing components an (K n). 

Now we convince ourselves that WI c J a is in Y M if CE~ 
and if a is any element from any Lorentz space .2" q. 

For the proof of this we use the Hilbert metric (,1,) de
fined by (15). Then we get 

(f d 3k h !(k)al'(k)a 1{3 ) = (a I f d 3k h I'(k) g I'l' al'+ (k){3 ) 

(AS) 
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if either aED or PEIJ. Under the same condition we obviously 
get: 

(exp J d 3k h:(k)d"(k)a/P) 

= (a I exp J d 3k h I'(k) g I'l'al'+ (k)P). (A6) 

(FlcjaIP)=(aIFlc'jP), (A7) 

(Wlcja IP)=(a I Wlc'jP), (A8) 

where c' is given by 

c~ (k) = - g,up cJ.l (k). (A9) 

As WI c j a exists for any aED, we get by means of (A6) 

IIW{cjal1 2 = (Wlcja I W{cJa) = (a I W{c'J W(cja) 

= (a I W Ic + c'ja), (AlO) 

where c + c' has the components (c + c')O(k) = 2cO(k), 
(c + c')'(k) = 0 for r = 1,2,3. By means of (72c) we thus get 

W{c+c'j = (exP2J d 3k 1c°(k)1 2
) 

X (exp 2 f d 3
kc°(k)ao+(k») 

X (exp[ -2 f d3kCt(k)aO(k)]). (All) 

By the use of (A6) we therefore arrive at 

IIW{cjall = (exp J d 3
k ICO(k)l z

) 

X II exp [ - 2 J d 3k C~(k)aO(k)]a II· (A12) 

Now consider any aE.Y q, qED.. Then 

1 
aD(k)a = - [k r a r (k) - q(k)]a 

Ikl 
(A13) 

holds for almost any kER3. As aD(k) commutes with any 
a r (k), in any term of the Taylor series for the last term in 
(A12) we can replacea°(k)a by the right-hand side of (A 13), 
i.e., 

exp[ - 2 f d 3k Ct(k)aO(k)]a 

= exp{ - 2 J d 3k [c~(k)1 I k I ][k r a r (k) - q(k)]}a 

= (exP2 J d3kC~(k)q(k)/lkl) 
X (exp [ -2 J d3kct(k)ar(k)llkl))a. (A14) 

So we get 

IIW{cjall 

= (exp J d 3k IcD(k)1
2

) 

X exp( 2 J d 3k ct(k)q(k)/ / k / ) 

X \\ exp [ - 2 J d 3k c~(k)a r (k)kJ I k I] a II· 
(AlS) 
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By (A6) and (45) we obtain 

lIexp [ -2 J d3kc~(k)ar(k)kJlkl]aIl2 
= (al exp [ - 2 J d 3

kco(k)a/(k)k r Ilkl] 

xexp [ - 2 J d3kc~(k)ar (k)llkl]a) 

= (a I W Igja)exp [ - 2 f d 3k Ico(k) 12], (A16) 

where g is the 4-vector with the components g O(k) = 0, g r(k) 
= 2cO(k)k r/lkl, r = 1,2,3. By the Cauchy-Schwarz in

equality, which of course holds for the metric ('1')' we get 

(a I W{gja) I <lIallllWlgjall = Ila112, (A17) 

where use has been made of II W 19jall = Iiall which holds by 
(AlO) becausegO(k) = O. Inserting (A17) into (A16) and 
this into (A 15), we finally get 

IJ W! c jalJ <lIall I exp2 J d 3k ct(k)q(k)/ / k/ I 
= lIa ll exP[2Re f d 3

kct(k)q(k)/lkl ]. 

This proves the statement because the second factor is inde
pendent of a. 
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Previous theorems on the convergence of the punctual Pade approximant to the scattering 
amplitude are extended. The new proofs correspond to the case of potentials having a short-range 
tail of the type VCr )r-.", - Vo r - p - I exp[ - W], where Vo is a constant, p an integer and /-t > 0, and 
are restricted to within the Lehmann ellipse, in the complex cosO plane, where the partial wave 
expansion converges. Asymptotic estimates are obtained for the error of the approximants. 

1. INTRODUCTION 

A usual method for the calculation of differential cross 
sections is that based on the partial wave expansion of the 
scattering amplitude (PWESA). For two-body potential 
scattering, if we restrict ourselves to spherically symmetric 
interactions, this series is given by 

f(cosfJ) = ! aIPj(cosfJ) 
,~ 0 

~. [exp(2i8 ) - 1] 
= I (21 + 1) .1 p,(cose), (1.1) 

1_0 21k 

where k is the magnitude ofthe wave vector, the 18, 1 are the 
phase shifts, and the I PI 1 the Legendre polynomials. The 
number of terms in (1.1) which contribute significantly to 
the series can be estimated by the semiclassical relation 

(1.2) 

where r 0 is the effective range of the potential. Thus, the 
method is of great value when relatively low values of ro, of 
the energy, and of the reduced mass of the system are in
volved. Otherwise, the convergence of the PWESA is slow, 
and a considerable number of phase shifts must be calculated 
in order to obtain accurate values for the scattering ampli
tude. Typical of these situations are atomic and molecular 
collision processes, where long range interactions are pre
sent, and nuclear systems described by short range potentials 
in the intermediate energy region. 

Several alternative methods of calculation can be used 
for some of these cases, such as the semiclassical and distort
ed wave approximations. An interesting global approach, 
however, is to keep the original PWESA, and to find ade
quate mathematical methods to resume efficiently the infor
mation contained in the terms of the series. Such methods 
are available within the framework ofPade-type rational ap
proximations, and some of them have been proposed for that 
purpose. H Of particular interest is the punctual Pade ap
proximant (PP A) approach/ which has the attractive fea
ture, from the numerical point of view, of counting on algo
rithms which allow for a recurrent calculation of the 
successi ve approximations. 

"'Partially supported by CNPq (Brazil). 

The convergence of the PPA tof(cose) was proven"] in 
the case of long range potentials having the asymptotic 
behavior 

(1.3) 

where a is an integer and ~) a constant. The proofs included 
all of the cases for whichf (cose ) has finite meaningful values 
in the physical interval - 1 <cose.;;; 1, where the conver
gence of the PWESA is, in principle, restricted. The efficien
cy ofthe approach was shown, as a convergence acceleration 
procedure, when the PWESA is slowly convergent, and, as a 
regularization method, when it is divergent or oscillating. 
Furthermore, its importance from the practical point of view 
was verified in a set of typical examples of situations involv
ing this type of potentials: 

In this work, we deal with potentials having the short 
range tail 

VCr) - ~)rP-- lexp( -,ur), (1.4) 

where Vo is a constant,p an integer, and,u > 0. We prove the 
convergence of the PPA tof(cose), for cosewithin the Leh
mann ellipse in the complex cose plane, where the conver
gence of the PWESA is restricted, and obtain asymptotic 
estimates for the error of the approximants. It is shown that 
the rate of convergence of the nontrivial PPA's is asymptoti
cally greater than that of the sequence of partial wave sums 
of the PWESA. 

In Sec. 2 we briefly outline the PPA method, and prove 
two theorems regarding the convergence of the PPA when 
applied to certain sequences. The asymptotic behavior of the 
sequence of partial wave sums of the PWESA within the 
Lehmann ellipse is investigated in Sec. 3, and it is shown that 
its study essentially reduces to that of the sequences consid
ered in Sec. 2, and, thus, we are able to establish the main 
results of this work. 

2. THE PUNCTUAL PADE APPROXIMANT (PPA) 

A. The method 

Given a formal power series 

g(z) = ! a"z" , 
fl --- () 

(2.1) 
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the [N, M ] g(z) , Pade approximant (PA) to g(z), is defined as 
a quotient ofpolynomials,5 

[N, M ]g(Z) = R:,Az)IQN(z) 

= (ro + r l z + r2z2 + ... + rMz''>!)! 

(1 + q1z + Q2z2 + ... + qNZN) , (2.2) 

where the coefficients [rj 1 and [qj 1 are uniquely determined 
by the requirement 

[N, M ]g(z) - g(z) = o [z,,>! + N+ I] . (2.3) 

The PPA [N, M ];(cOSIl) is defined' as the PA 
[N, M ] F(cosll.z) to the series 

F(cose,z) = f a,P,(cose)z', 
,~O 

calculated at z = 1. In this way, a doubly infinite array of 
rational approximants tof(cose) are introduced, the PPA 
table, from which many different sequences may be chosen. 
Of particular interest, are the row sequences, consisting of 
the PPA [n, n + m];(COsll) for fixed n:>O. By defining 

m 

S",(cose) = I a,P,(cose) , (2.4) 
,~O 

they can be shown to coincide with the En (Sm) nonlinear 
transforms introduced by Shanks; as formal generalizations 
of Aitken's extrapolation formula, which corresponds to 
n = 1. Moreover, for n = 0, i.e., for the first row of the table, 
one has 

EO(Sm) = Sm . 

Thus, the sequence of partial wave sums is one of the 
particular sequences of approximations to f(cose) which 
may be chosen within the PPA table. 

The [n, n + m]; may be expressed in a compact form: 

[n, n + m]j = H~,mll [Sr IIH~m)[..::1 2Sr I, (2.5) 

where..::1 °Sr = SrI..::1 PSr =..::1 P-1Sr -+ 1 -..::1 P-1Sr forp>O, 
and the H r') are the Hankel determinants, defined for a given 
sequence [ fr 1 as 

Is + i. - 1 Is + k Is + 21. - 2 

for k> 0 and H g) [ f. 1 -1. 
By inspection ofEq. (2.5) it is clear that the PPA 

[n, n + m]; may be seen, equivalently, as a nonlinear trans
formation of the sequence [Sm 1 (given Sm' Sm + 1 , 

"', Sm + 2n)' or of the series F (cose, 1) (given ao, ai' 
"', am + 2n)' Because of this equivalence, reference will be 

made, alternatively, to the series or to the sequence, and we 
shall define 

[n, n + m] IS,I =[n, n + m]j(coSIl) . 

Furthermore, let us state a useful property of the PP A 
which may be easily deduced from Eq. (2.5). If 

Sm =A + BS:n , 

where A and B are constants, then 

[n,n+m]IS,1 =A+B[n,n+m]IS;1 (2.6) 
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A final remark can be made with regards to the calcula
tion of the PPA, which becomes very involved, from the 
numerical point of view, when n is large and Eq, (2.5) is used. 
The PPA table may be generated recurrently by means of 
certain algorithms,4 which, while doing so efficiently, allow 
us as well to check the convergence of the successive ap
proximations being calculated. 

B. Convergence of the PPA for certain sequences 

Definition: Given the sequences [Am 1 and [Bm J, we 
shall say that Am asymptotically approaches Bm, that is, 

Am .-, Brn , 

if, given any small positive quantity E, an integer mo > 0 can 
be found such that, for m:>mo 

lAm -Bm I/lAm I <E. 

Lemma 2.1: Given the sequence I Dr 1 with asymptotic 
representation 

(2.7) 

where v is an integer, then 

k- 1 

HkP)[Drj - (p+!)-k(v+k-I)II [-v],(-I)'t!, 
p ·oc 1=0 

(2.8) 

where [-v], =(-v)(-v-l) ... (-v-t + l)ift>O 
and [ - v]o = 1. 

Proof We have 

H~P)[Dr 1 - H~p)[ (r + 1) - 'I = H~O)[..::1 rep + 1) - ") . 
P >oc 

(2.9) 

Recalling now that 

..::1 r( p + !) - ,. _ [_ v t (p + !) - v - r (2.10) 
p- "'00 

and the equality) 
n -"" I 

H~m)[[p t 1 = II [P]m + ( - l)'t!, (2.11 ) 
(=0 

valid for any P, we obtain from (2.9), using (2.10), 

H~P)[Dr 1 - HkO)[..::1 rep + 1) "I 
P ~x 

- H ~O) U - v t (p + !) .. ,. - r I 
P ~oo 

=(p+!).k('.~k-I)HkO)[[ -vtl, 
from which (2.8) follows. by using (2.11). 

Theorem 2.1: Given the sequence [Cr 1 whose members 
have the asymptotic representation 

(2.12) 
r- -.. oc 

where R = r + !, IQI < 1, and v is an integer, the PPA 
[n, n + m] I C.I has, for fixed n:>O and large m, the following 
asymptotic behavior: 

[n,n+m]lc.1 - q(m+ 1+2n)[_v]n(_IYn!/(q_l)2n 
m-'O-oc 
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X(m + ~)'+ 211. 

Proof Starting from Eq. (2.5), we have 

[n,n+m]IC,1 =H~,m~I!Crj!H~:"1!.:::l2Crl· 

Let us evaluate.:::l 2Cr asymptotically for large r: 

.:::lC
r 

= C, I I - Cr = qRR . '[q(1 + l/R) ., - 1] 

- qRR - '(q-l) - (q-l)Cr ; 
r ·X 

consequently, 

r "'::r.: 

By replacing (2.15) in (2.14), we then have 

[n,n+m]IC,1 - H~;"1IICrlIH~"11(q-l)2Crl 
fn .. oc 

= H~'~ I ! Cr l/(q - 1)2nH~m)! Cr I 
_ q(n + I)(m + I + n1H(m) 'D II 

11 + I t r 
m -.. oc 

(2.13) 

(2.14) 

(2.15) 

(q_l)2"q(n)(m+ l +n- I)H~,m)!Drl, 

(2.16) 

where I Dr I is the sequence of Lemma 2.1. Using now Eq. 
(2.8) in (2.16), Eq. (2.13) follows. 

Lemma 2.2: Given the sequence !gr I defined by 

gr=g~"=(r+~ysin1]r, (2.17) 

where £ is an arbitrary complex number, 1] r = rB + b, with b 
and B real constants, the sequences ! g ~ + I.E I defined for 
fixed i>O by the recurrent formulas 

g ~ + I.E = g ~'+ I + g ~E I _ 2cosB g ~E , (2.18) 

have, for large r, the following asymptotic representations: 

g~E _ (_ 2sinB)i[tlk + ~y -isin(1]r - frr/2) , (2.19) 
r 'oc 

with [£ 1 n defined as in Lemma 2.1. 
Proof It follows from an immediate extension of that of 

Lemma 2.1 of Ref. 3, by noting that, in the latter, only the 
linear dependence of 1] r on r is essential, and that its results 
are actually valid for any E. 

Lemma 2.3: Given the sequence !gr I of Lemma 2.2, we 
have for fixed n>O and large m: 

m -'>OC 

X (sin1Jn + mfl\f -II + IH<;j)+ I! hr IH:?~ IV! hr I, (2.20) 

where N = n/2 for even n, N = (n - 1)/2 for odd n, and the 
sequence ! h r I is defined by 

hr = (- 2sinBY[E],(m + 1)' r. (2.21) 

Proof It follows as an extension of that ofEq. (4.4) of 
Ref. 2, by noting that in its algebraic derivation it is only 
essential that a family of sequences be associated to !gr I as in 
Eq. (2.18) and having the asymptotic behaviors given by 
(2.19). 

Lemma 2.4: Given the sequence! Tr I whose members 
have the asymptotic representation 

Tr - R Eexp [ - (r + l)a] sinA ~ +) , (2.22) 
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where R = r +~, a> 0, AS + 1 = (r + 1W + Y + 1T/4, 
0< e < 1T, and E is an arbitrary complex number, with y such 
that tany = tan(e 12). coth(aI2) (0 < y < 1T12), then 

.:::l2Tr - Q(R + l)'exp[ - (r+ 2)a]sinA ~~)I ,(2.23) 
r '"X 

where Q = 2 (cosha - cosB) and A ~~)I = A ~:)I - 2y. 
Proof We have 

.:::l 2 Tr = T, , 2 + Tr - 2 Tr + I 

- (R + 2)'exp[ - (r + 3)a]sinA S·~ ~ 

+ R Eexp[ - (r + l)a]sinA ~ +) 

- 2(R + l)'exp[ - (r + 2)a]sinA ~~)I 

- 2(R + IYexp[ - (r + 2)a] 
r 'X: 

x I (cosBcosha - 1 )sinA ~ ~ )1 

- sinesinhacosA ~!)I I 
= 2(R + 1yexp[ - (r + 2)a] 

X (cosha - cosB )sinA ~:;:)I , 

where we have used the identities 

2 
cosBcosha - 1 . 2 sinOsinha 

cos y= , sm y= -----
cosha - cosO cosha - cosO ' 

valid for y defined as above. 
Theorem 2.2: Given the sequence! Tr I of Lemma 2.4, 

the PPA [n, n + m] )7,1 has, for fixed n>O and large m, the 
following asymptotic behavior: 

[n,n+m]IT,1 - (-Q)-nexp[-(m+n+1)a]22IV 
1'1 .oc 

X (sinB)2(n- IV)[£] IVN! 

(sinA ( +) )2N- n + I 

X m + n. (m + 1 Y - 2N , 

(sinA (- ) )" -- 2IV 2 
m -1 II 

(2.24) 

whereNisdefined as in Lemma 2.3, and A ~+j) n' A ~-} n' and 
Q are those of Lemma 2.4. 

Proof Starting from Eq. (2.5) and using Lemma 2.4, we 
have, with R = r + ~, 

H(m11Tl 
[n n+m]., == nt-I r 

, 1/.1 H( mH .:::l2Tl 
f1 t r 

H ~'~ I I R 'exp [ - (r + l)a] sinA ~ -t 1 I 
m·oc H::n1(A2R'exp[ -(r+ l)a]sinA~+)1 

- H:,rr~ I [R Eexp[ - (r+ l)a]sinA ~+)ll 

H:,m)IQ(R + lyexp[ - (r+ 2)a]sinA ~:;:\ J 

exp[ - (n + 1)(m + n + l)a]H~m~ I (R 'sinA ~+ 11 

= Qnexp [ - n(m + n + l)a]H;,m + I)[R 'sinA ~ -)1 ' 
(2.25) 

from which Eq. (2.24) follows, by using Lemma 2.3 to evalu
ate asymptotically the Hankel determinants in (2.25), noting 
that for k;;d, fixed m, and !hr I defined by (2.21), 

H~»lhr I = H~)! [ - 2sinO I(m + ~)nm + ~)'[EL I 
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= [2sinO I(m + !)]k(k - I)(m + !)kEH~O)! [£]r) , 
(2.26) 

and taking account of Eq. (2.11) in (2.26). 
Let us remark, to be more precise, that Eq. (2.24) does 

not actually hold, when sinA ~+j n = Oandniseven, or when 
sinA ~ -j n = 0 and n is odd. For these isolated singular cases 
the predictions are [n, n + m]-O, and [n,n + m]- 00, re
spectively, these results being related to the fact that only the 
leading asymptotic term was considered for g ~E in Eq. (2.19) 
and further on in the calculations which lead to Eq. (2.20). 

3. THE PARTIAL WAVE EXPANSION OF THE 
SeA TTERING AMPLITUDE (PWESA) FOR SHORT 
RANGE POTENTIALS 

A. Asymptotic representation of the sequence of partial 
wave sums within Its region of convergence In the 
complex cosO plane 

Let us consider short range potentials with the behavior 

(3.1) 

where Vo is a constant, p is an integer, and Ji > O. For these 
cases, it has been shown7 that the corresponding phase shifts 
have, for large values of angular momentum, the following 
asymptotic representation: 

o _ Aexp( - La) [1 + <>(lIL)] 
',~oo LP+ 1/2 ' 

where a is a positive number defined by 

cosha = 1 + /L 2/2k 2, 

L=I +L 
and 

A = (- Vo/2k)(1T12)!(sinhay-'12(k2/JiY. 

(3.2) 

Owing to this fact, the PWESA given by Eq. (Ll) con
verges within an elliptical region Z in the complex cosO plane 
(the Lehmann ellipse), characterized by having focii at ± 1 
and major axis equal to 2cosha. Let us note that within Z the 
sequence of partial wave sums of the PWESA defined by Eq. 
(2.4) can be expressed in the form 

Sm(cosO) = f(cosO) - ! SI' 
I=m+ 1 

(3.3) 

with s, = a/Pi (cosO), and investigate its large m behavior, 
which in turn, is responsible for the convergence of expan
sion (1.1). In order to do this, it will prove useful to study the 
asymptotic representation of the partial wave amplitudes a/. 
According to (Ll), and noting that o/"-o when 1-00, we 
have 

a, = (21 + 1)[ exp(2io,) - l]/(2ik) 

= 2L (2io, - 48f + ···)/(2ik) 

- BL - P + !exp( - aL )[ 1 + <>(11 L )] , 
I~oo 

(3.4) 

where B = 2A Ik, and Eq. (3.2) has been used. Starting now 
from (3.4), let us obtain the large-I behavior of s, within Z. 

(i) Consider Z I = ! Z - [ - 1, 1] J : Here, cosO = coshs 
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with 

Rea> ReS'> 0 , (3.5) 

p/(coshs)- expeLs) [1 + <>(lIL)] , (3.6) 
,~oo (21TSinhs)!L! 

and, consequently, 

s, - C I L -Pexp( - PL)[ 1 + <>(lIL)] , (3.7) 
'~oo 

with C I = B (21TSinhs) - 112 and P = a - 5. In particular, 
we note that, because of (3.5), Ref3 > 0 within this region. 

(ii) Consider Z2 = ! ± I). Here we use 

PIC ± 1) = (± 1)1 = exp(i1TI) 

to obtain 

s, - BL -P+ 1/2exp( - aL)[1 + <>(lIL)] (cosO = 1), 
/~oo 

(3.8a) 

s, - -iBL -p+l12exp [ -(a-i1T)L][1 + <>(lIL)] 
,~oo 

(cosO = - 1) . (3.8b) 

(iii) Finally, consider Z3 = t ( - 1, 1) J. Here9 

P,(cosO) _ [(21TSinO) 1I2L 112] - I 
,~oo 

x [exp(iJJL ) + exp( - iJJL )][ 1 + <>(lIL)] , 

with ilL = LO - 1T14, and, then, 

(3.9) 

C { 
exp[ -La(-) - i1T14] 

s, - 2 
,~oo LP 

+ exp [ - La( + ) + i1T I 4] } 
LP 

X [1 + <>(11 L )] , (3.10) 

where a( ±) = a ± iO and C2 = B (21TSinO) - 112. 
The explicit dependence of S m (cosO) on m can be for

mally obtained from Eq. (3.3) by using the Euler-McLaurin 
summation formula, 10 in the form adequate for our case: 

Sm(COsO) = f(cosO) 

{ l oo Sm "" B2n d(2n - I)S, I } 
- s,dl- - - L ----

m 2 n = I (2n)! dl 2n - I 1= m 

(3.11) 

where the! B2n ) are the Bernoulli numbers. In what follows, 
we shall obtain an asymptotic representation for Sm (cosO), 
by replacing the estimates for s, given by Eqs. (3.7)-{3.1O) 
into (3.11). In order to do so, it suffices to note, that for 
complex u such that Reu > 0, we have, with M = m + !, 

("" exp( - uL) dl _ ~ exp( - uM) {I + <>(~)} 
Jm LP m-oo u MP M 

and 

"" B2n d 2n - 1 exp( - uL) I 
n~1 (2n)! d/ 2n 

-I LP ,= m 

exp( - uM) ~ ! B2n U 2n [1 + <>(~)] 
m-oo MP U n= I (2n)! M 
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_ exp( - uM) {~coth!!.... _ ~ }[1 + o(~)] . 
M" 2 2 u M 

Making use of these results, we obtain, after some 
algebra: 

Sm(coshO ~ f(coshO+E I exp(-~M) [1+o(Ml)] 
m·x Mf 

(ReP> 0, Res> 0) , (3.12) 

withE I = -2A{[exp(fi)-1]\21TSinhS)e} liZ; 

Sm(l)m~xf(l)+Ez eX~f:-_~;~1) [1 +o(~)], (3.13a) 

withEz = - 2A {[exp(a) - l]k }-I; 

Sm( - l)1n~OC f( - 1) + E 3 ( - 1)m eX~f~~~) 

X [1 + o(~)] , (3.13b) 

withE) = 2A! [exp(a) + l]k J -I; 

S ( e) ~ f( e)+E exp[-a(m+l)] 
In cos cos 4 

m ~x MP 

XSinA;,,+)[I+o(~)], (3.14) 

with 

E4 = -2A [(21Tk 2sine)[sinh2(a/2)+sin2(eI2)]- 1/2; 

A ~"t ) = (m + l)e + y + 1T/4, 

tany = tan(e /2)coth(aI2) (0 < y < 1T/2) . 

B. Asymptotic behavior of the PPA to the PWESA 

By comparison of Eqs. (3.12)-(3.13) with (2.12), and of 
Eq. (3.14) with (2.22), it is readily seen that, with a proper 
choice of the parameters which define the large-r behaviors 
of sequences ! C J and! Td J in Sec. 2, we have, in ajirstorder 
asymptotic approximation: 

Sm(coshO ~ f(coshs) + EI Cm (Rea> ReS> 0), 
In "X 

(3.15) 

with V = P and q = exp( - (3) = exp(S - a) in (2.12): 

111 .X 

with v = p - ! and q = exp( - a) in (2.12); 

Sm ( - 1) ~ f ( - 1) + iE 3 C m , 

with v = p - ! and q = exp( - a + i1T) in (2.12); 

with E = - p in (2.22). 

(3. 16a) 

(3.16b) 

Taking account of property (2.6) of the PPA and of 
Theorems 2.1 and 2.2, we may now state the following: 

Theorem 3.1: The PPA [n, n + m]f(COSO) correspond
ing to a central potential having a short range tail such as 
that given by Eq. (3.1), has, for fixed n >0, m-+ 00 , and cose 
within the Lehmann ellipse, the following asymptotic 
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behavior: 

[n, n + m ]/(COShl:) - f(coshO 

B (-I)"[-p]"n! 

(21TSinhS )1/2 [exp((J) - 1]2" ~ I 

exp [ -(3(m + f)] 
X --------------

(m + D"I 2" 

(case = coshs, with Res> 0 and ReP = Re(a - S) > 0); 
(3.18) 

(- 1)"[ -p + !tn! 
[n,n+m]/(I) ~ f(l) -B [ () 1]2"+1 

m 'X exp a -

X exp[ - a(m + !)]; (3.19a) 
(m + !)p+ 112 -+ 2n 

(- In -p + !]"n! 
[n,n+m]/(_I) - f(-I)+B [ () 1]2n+l 

It! .• ~ exp a + 
X (- l)mexp[ - a(m + !)] ; 

(m + !)" 1112 '-2" 

(3.19b) 

[n, n + m ]/(COSIl) ~ f(cose) 
tn .X 

B 

! (21Tsine) [sinh2(aI2) + sin2(e 12)] J 1/2 
(_ 2)2,\ "(sine)2(" . N)[ -p]NN! 

X------------------------
[ exp( a)( cosha - case»)" 

exp[ - a(m + 1)](sinA ~/+) "f" "t t 

X (m + 1) I' + 2S (sinA ( )" - 2N 
2 m • II 

( - 1 < cose < 1) , 

where 

(3.20) 

B = 2A Ik = - (Volk 2) (1T12)112(sinhaY' - 1/2(k 2 IllY' , 

A ~ ±) = (r + l)e ± Y + 1T/4, 

tany = tan(e /2)coth(a/2) (0 < y < 1T/2) , 

N = n/2 for even n, and N = (n - 1)/2 for odd n. 
As in the discussion which followed the proof of Theo

rem 2.2, for a given e we must exclude from Eq. (3.20) the 
isolated cases for which sinA :"t)" = 0 for even n or 
sinA ~,,-} n = 0 for odd n. Furthermore, by inspection of Eqs. 
(3.18) and (3.20), it is seen that, for potentials for whichp<O, 
we have [ - p]j = 0 if J> Ip I + 1, and the first predicts 

[n, n + m]/(coshSl - f(coshO + 0 
111 "'if,; 

for n> Ipl + 1, while the second gives 

In, n + m]f(cosO) - f(cose) + 0 
In "'x 

for N> Ipl + 1, i.e., for n>2lpl + 2 (even n) or n>2lpl + 3 
(odd n). In order to obtain, for finite large m, a nonvanishing 
asymptotic estimate for the error of the PP A, higher order 
terms in (3.12) and (3.14) should be considered in the calcu
lations, and, hence, a more detailed knowledge of those ex
pansions is required. Since important potentials from the 
physical point of view, such as the Yukawa (p = 0) and ex-
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ponential (p = - 1), fall into this category, it is worthwhile 
to investigate these singular cases with some more detail. We 
shall do so only for cosO within the Lehmann ellipse and out 
of the real segment [ - 1, 1], i.e., for cosO E Zl' where the 
algebra is somewhat less involved. 

By using the Born approximation for the phase shifts, 
we show in Appendix A that for p<.O and cosO E Zl' Eq. 
(3.12) can be written in a more detailed fashion as 

S (cosh t-) _ /(cosh t-) _ B 
m !I m~oo !I (21TSinht) 1 12 [exp(,8) _ 1] 

xexp[-P(m+!)]! Xi, (3.21) 
(m + !)P j=O (m + !)1 

where the Xj are independent of m and, in particular, Xo = 1. 
Then, using again property (2.6) and Eq. (B4), obtained in 
Appendix B as a proper extension of(2.l3) of Theorem 2.1, 
we expect for the singular cases, i.e., forp<.O, n> Ipi + 1, and 
cosht = cosO E Z 1 , 

B 
[n,n+m]/(cOSh5) - /(cosht)-xlpl+,-----

In ~oo (21TSinht yl2 
X (n+p-l)!(n-p+l)! exp[-p(m+!)]. 

(exp(,8) - 1]2n + 1 (m + !)2n + 1 ' 
(3.22) 

and it is seen that the first Ipi + 1 terms of expansion (3.21) 
are "filtered" by the PPA tranformation. 

For - 1 < cosO < 1 we can expect, at least qualitatively, 
analogous asymptotic predictions when p<.O and N> Ip I 
+ 1. The algebra involved, however, is much more compli

cated, particularly so with regard to the required extension 
of Theorem 2.2. 

4. CONCLUSIONS 

The results of Theorem 3.1 of the preceeding section 
prove the convergence of the PPA [n, n + m]p for fixed n 
and m_ 00, to the scattering amplitude/(cosO) correspond
ing to short range potentials with behaviors given by Eq. 
(3.1) and for cosO within the Lehmann ellipse, where the 
PWESA converges. Moreover, by inspection of Eqs. (3.18) 
and (3.19), it is seen that for cosO E {Z\ uZ2 I, the asymptotic 
rate of convergence of the sequence en, n + m]/ with fixed 
n > 0, i.e., the nth row of the PPA table, is greater than that 
of the first now (n = 0) consisting of the sequence of partial 
wave sums Sm (cosO) of the PWESA, by a factor of order at 
least (lIm)2n. In the singular cases, i.e., for p<.O, n> Ipi + 1, 
and cosO E ZI , Eq. (3.22) predicts a corresponding factor of 
order (11m )2n + Ipi + I, while the first Ip I + 1 terms of the ex
pansion (3.21) of Sm (cosO) are "filtered" by the transforma
tion procedure. Furthermore, for cosO E Z3 and according to 
Eq. (3.20), the factors involved are of the order of at least 
(limY and (limy - I, forevenandoddn, respectively. They 
are expected to have larger exponents in the cases in which 
p<.O and n>2lpl + 2 (even n) or n>2lpl + 3 (odd n). 

Thus, the traditional method of summation of the 
PWESA by considering the sequence of its partial wave 
sums, i.e., the first row of the PPA table, turns out to be one 
of the poorest with regards to its rate of convergence, as was 
also verified in the case of long range potentials in previous 
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papers. This fact shows that the importance of the PP A ap
proach is independent of the range of the potential involved. 

Our proofs have been restricted to cosO within the ellip
tical domain where the PWESA converges, and, hence, 
where Eq. (3.3) is valid. Thus, we are not able, at present, to 
obtain the behavior of the PPA out of that domain. Howev
er, owing to the rational nature of the approximations and 
their good behavior within the Lehmann ellipse, we can ex
pect them to be an important method for the approximate 
analytical continuation of the scattering amplitude in the 
complex cosO, starting from its partial wave expansion. 

APPENDIX A: AsymptotiC expansion for Sm 
(cosh~) (Rea > Re~ > 0) 

The plan of this appendix is to first obtain an asymptot
ic expansion for the partial wave amplitUdes and then, by 
using the corresponding ones for the Legendre polynomials 
PI (cosht), and repeating the procedures of Sec. 3A, obtain 
the form of an asymptotic expansion for S m (cosht) valid for 
large m. 

For a short range potential, and, in particular, for the 
one considered in this work, with behavior 

(AI) 
r~OO 

with constant Vo, integer p, and Il > 0, it is well known that 
the phase shifts 01 tend asymptotically to their Born 
approximation 11; 

0
11

-:
00 

-(TTI2) LOO r[JL (kr) pV (r)dr , (A2) 

where L = I + ! and JL (kr) is the Bessel function of order L 
and argument kr. Furthermore, noting that for 1_ 00 only 
the large rtail of V (r) contributes significantly to the integral 
in (A2), we can write 

C\::oo (- TTVo/2) Loo r-Pexp( -w)[JL (kr)]2dr. (A3) 

Let p be such that p<.O, and define u = Ip I. Then, 

01 _ 0 (_ It- exp( -w)[JL (kr)]2dr -1Tv' d a loo 
'--00 2 dll(T 0 

- Vo a d
U 

( 11
2 

) = --(-1) -QI 1+ - , 
2k dll u 2k 2 

(A4) 

where QI is the Legendre function of the second kind of 
order I. Let us recall a property for the derivatives of this 
function l2

; 

dUQ,(z) = (Z2 _ 1)-UI2Qf(z) 
dzu 

(AS) 

and the fact that for z > 1, fixed u, and 1- 00, we have, 13 with 
z = cosha, 

Qf(cosha) 

= (_ l)a(_.1T_)1/2 r(1 + U + 1) exp[ _ a(/ + 1)] 
2smha r(l +~) 2 

XF(U + 1, ! - a; I +~; 1) (A6) 
1 - exp(2a) 

_ (_ l r (_.1T_)1/2(l + !)a- 112exp[ - a(l + !)] 
1-00 2smha 
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X! Yn 
n =0 (I + 1)" , 

where the {Yn ) are independent of I, and in particular, Yo 
= l. Then, using (AS) and (A6) in (A4) and taking account 

ofEq. (3.4), it follows that the partial wave amplitUdes a l can 
be asymptotically represented in the form: 

2 
al - - (I + 1)<51 

I~oo k 

- B(I + 1)U+ 1/2exp[ - a(l + 1)]! Pn ,(A7) 
'~oo n = 0 (I + !)" 

where Po = I, the {Pn 1 are independent of I, andBisdefined 
as in Eq. (3.4). 

Furthermore, for ReS> 0, we have8 

P,(cosh
s

) _ r(l + !)exp[s(1 + !)] 
1-00 I !(21TSinh5 )112 

XF(l 1. _/ + 1. _ exp( - s») (AS) 
2' 2' 2, 2sinhs 

exp[s(l+!)] 00 fPn 

1_ 00 (21TSinh5)1I2(1 + !)112 n~o (/ + 1)" , 
where fPo = 1 and the {fPn 1 are independent of I. By using 
(A 7) and (AS) we can now obtain an asymptotic expansion 
for 51 = aIPI(coshs), and, making use ofthe Euler
McLaurin summation procedure as in Sec. 3A, we are able to 
obtain the form of such an expansion for Sm (cosh5), when 
Rea > ReS> 0: 

Sm(coshS') = f(coshs) - ! 51 
I=m+ 1 

_ f(coshs)+El exp[-p(m+!)] 
m_oo (m + !)P 

~ Xn 
X "- ' 

n=O (m + 1)" 
(A9) 

where Xo = I, the {xn I are independent of m, P = a - S, 
and EI is defined as in Eq. (3.12). 

APPENDIX B: Extension of Theorem 2.1 

Let the sequence {Dr I have the asymptotic 
representation 

Dr-R-v!x,R-' 
r-oo t = 0 

(Bl) 

where Xo = 1, the {x, I are independent of r, R = r + 1, and 
v is an integer. 

If only the first order term in the above expansion is 
considered, we have, according to Lemma 2.1, 

k-l 
Hlf1{Drl - (p+·n-k(v+k-l)IT [-v],(-I)'t!. (B2) 

p--oo t=O 

Moreover,forv";;Oandt>lvl + l,wehave[ -v], =0, 
and hence, for k> Ivl + 2, Eq. (B2) predicts 

and, in order to have a nonidentically zero asymptotic esti
mate for H If) {Dr I, higher order terms must be considered in 
(Bl). 
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Let v be such that v<O and k>q + 2, with q = I vi. 
Then, 

H~)[Dr I ~oo HIf)L~o xt(r+ !)-V- t} 

=H~O)[ ,~o x,.J rep + 1)-v-t], 

and, after some algebra, we can show that, in the lowest 
asymptotic approximation which allows for a nonzero esti
mate, we have 

_ (- l)u(u+ 1)!Z(01)u+ lH~2~~~ dxu+ 1.::1 rep + 1) - I I 
p--oo 

XH<[~~~I {XO-+l [-llr(p+ 1)-I- rl 
= ( _ 1)u(u+ 1)/2(o1)u+ I(Xu+ 1 t -u- I(p +!) - [k'-(u+ 1)'1 

XH<[~~~I![ -ltl· 

By using Eq. (2.11) and rearranging the final expression, we 
obtain 

k-u-2 
X(_I)u(u+I)/2(o1)u+l II (2q+t+2)!t!. (B3) 

t=O 

Let [Cr I be such that Cr = qRDr' with Iql < 1, and let 
us investigate the asymptotic behavior of [n, n + m], q for 
fixed nand m ........ 00 • 

As in the proof of Theorem 2.1, we can show that 

L1 Cr = Cr + I - Cr 

_ qR !. R -v-t[q(l + J..)-v-t _ I]X
t 

r-oo t=O R 

_ qR !. R -V-'(q -1)xt 
r--cc 1=0 

- (q - l)Cr , 

hence, 

consequently, as in that case, 

[ ] 
q(m + 1/2 + 2n1 H~"'ll {Dr I 

nn+m, -
, C,l m _ oc (q_l)2n H~m){Drl 

Xlvi + I q(m + 1(2 + 2n1(n + V - l)!(n - v + 1)! 

m.oo (q _ Ifn(m + 1)2n + I 
(B4) 

where Eq. (B3) has been used in the last step. Equation (B4) 
extends Eq. (2.13) of Theorem 2.1 in order to have a noni
dentically zero asymptotic estimate for the PP A 
(n, n + m 1, C,I in the singular case in which v..;;O and 
n>lvl + 1. 

Fernando F. Grinstein 118 



                                                                                                                                    

II. Fleischer, Nuc\. Phys. B 37,59 (1972); Erratum, Nuc\. Phys. B 44,640 
(1972); K. Alder, D. Trautmann, and R.D. Yiollier, Z. Naturwiss. 28a, 
321 (1973); I. Fleischer, I. Math. Phys. 14,276 (1973); O.D. CorbeIla, 
c.R. Garibotti, and F.F. Grinstein, Z. Phys. A 277, 1 (1976); A.K. Com
mon and T. Stacey, I. Phys. A 11, 259, 275 (1978). 

2C.R. Garibotti and F.F. Grinstein, I. Math. Phys. 19, 821 (1978). 
'C.R. Garibotti and F.F. Grinstein, I. Math. Phys. 19,2405 (1978). 
'C.R. Garibotti and F.F. Grinstein, I. Math. Phys. 20,141 (1979). 
'G.A. Baker, Ir., Essentials of Pade Approximants (Academic, New York, 
1975). 

'D. Shanks, I. Math. & Phys. 34,1 (1955). 

119 J. Math. Phys., Vol. 21, No.1, January 1980 

'B. Iaksic and N. Limic, I. Math. Phys. 7, 88 (1966). 
'E. T. Copson, Theory of Functions of a Complex Variable (Oxford, Lon
don, 1957), p. 284. 
'M. Abramowitz and I. Stegun, Handbook of Mathematical Functions (Do
ver, New York, 1965), p. 331. 

IOReference 9, p. 804. 
lly. de Alfaro and T. Regge, Potential Scattering (North-Holland, Amster

dam, 1965), p. 83. 
12Reference 9, p. 334. 
IJReference 9, p. 336. 

Fernando F. Grinstein 119 



                                                                                                                                    

Einstein spaces and homothetic motions. I 
w. D. Halford 

Department of Mathematics, Massey University, Palmerston North, New Zealand 

R. P. Kerr 

Department of Mathematics, University of Canterbury, Christchurch, New Zealand 
(Received 24 July 1978) 

Algebraically special, nonflat vacuum Einstein spaces with an expanding and/or twisting 
geodesic principal null congruence are considered. These spaces are assumed to possess 
locally a homothetic symmetry as well as two or more Killing vectors. All metrics of 
such spaces are determined along with the form of the homothetic Killing vector 
admitted. All but one of the metrics are twist free. It is proved that two of the NUT 
metrics do not admit a homothetic motion. 

1. INTRODUCTION 

Two Riemannian spaces M, M endowed with metrics g, 
g are conformally related if 

(1.1) 

for some function cp. In general, cp is not constant. The rela
tionship is said to be homothetic if cp is constant, and isomet
ric if cp = o. 

If X is a vector field on M which generates locally a one
parameter group of infinitesimal conformal motions on M, 
then in local coordinates x a, 

(1.2) 

for some positive function tf; = tf;(x a) on M, where ,Y x de
notes the Lie derivative with respect to X, and gf-LV are the 
c(")mponents of the metricg. The motion is homothetic when 
tf; = constant~O, and isometric when tf; = O. If(1.2) holds in 
M, we say that M admits a conformal Killing vector (CKV), a 
homothetic Killing vector (HKV), or a Killing vector (KV) 
according as whether tf; is a nonzero function, a nonzero 
constant, or zero. 

The amount of interest in the use of the conformal 
group in physics has increased a great deal in the last dec
ade. I In microphysics much attention is being given to such 
matters as the breaking of conformal invariance.' The study 
of conformal motions as an external symmetry group in the 
theory of gravitation and cosmology is also developing.' A 
survey of the use of the conformal group from its beginnings 
to the present time will be presented elsewhere. However, 
the following brief remarks will serve to set the background 
for the rest of the paper. 

Brinkmann4 long ago determined all Einstein spaces 
which can be conformally mapped nontrivially (i.e., nonho
mothetically) on Einstein spaces. 

Collinson' proved that the only curvature collineations6 

admitted by a vacuum space-time not of Petrov type N are 
conformal motions. However, type N vacuum spaces do ad
mit more general types of symmetry. 

Collinson and French' showed for nonflat vacuum 
space-times that (i) a conformal motion must be homothetic 

unless the space-time is type N with a twist-free principal 
null congruence, and (ii) for each Petrov type the maximum 
order of the group of conformal motions is at most one great
er than the maximum order of the group ofisometries. 

The only type N vacuum fields which admit nontrivial 
conformal motions are the pp waves.5.8 That pp waves admit 
homothetic motions has been demonstrated by McIntosh,9 

who also proved that nonflat vacuum space-times can admit 
a nontriviapo HKV only if the HKV is nonnull and not hy
persurface orthogonal, is shear-free and has constant expan
sion; such HKV Hhas either (a) a non null homothetic bivec
tor, in which case His not tangent at a geodesic, or (b) a null 
homothetic bivector, in which case the space-time is neces
sarily Petrov type III or N. 

Godfrey" has classified Weyl metrics according to the 
homothetic motions which they admit. 

A result attributable to Yano l
' is the following: If HI, H, 

are two HKV's in a Riemannian space, then their commuta
tor [HI,H,] is a Killing vector. This result has been men
tioned by Eardley" and McIntosh,9.14 and specializes to the 
cases where either or both of HI, H, are improper, i.e., are 
Killing vectors. 

Several authors9
, 13-19 have discussed the physical impor

tance of homothetic motions. Mathematically, the HKV 
should be treated with the same respect as a Killing vector, 
for it plays the same role as the KV in the solving of Ein
stein's field equations viz. reducing the order of the partial 
differential equations; if enough symmetry is present (KV's 
plus HKV's), the field equations reduce to ordinary differen
tial equations. This paper supports the case for the seeking of 
solutions ofthe Einstein equations by requiring symmetry of 
a higher order than an isometry. 

The above results imply that, when looking for confor
mally symmetric non flat solutions to the vacuum field 
equations'O 

(1.3) 

we can restrict our attention to those spaces which admit at 
most one nonnull HKV, unless the space is Petrov type N 
with a twist-free geodesic ray congruence. In this paper we 
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further confine our attention to nonflat vacuum spaces which 
are algebraically special, possessing an expanding and / or 
twisting principal null geodesic congruence, and which admit 
one HKV plus some KV's. Here we treat the case of two, 
three, or four KV's. The case of one or no KV's plus the 
HKV will be dealt with in a separate paper. 

This work has been inspired by the papers of Debney, 
Kerr, and Schild,21 and Kerr and Debney22 who constructed 
all possible isometry groups for nonflat vacuum Einstein 
spaces which possess an expanding and/or twisting, shear
free null geodesic congruence. It is a natural extension of 
that work. It is also believed to be the first systematic search 
for all vacuum spaces of the above type which admit ho
mothetic motions. 

2. FORMALISM 

The basic tetrad formalism is that developed by Kerr, 
Debney, and Schild. 21.22 Only the main features of it are given 
here as a prelude to the development in the next section. 

A complex, null orthonormal tetrad lea J is defined 
over a four-dimensional Riemannian manifold M with met
ric g and signature (+ + + -). The vectors e3 and e4 are 
real, while e l and e, are complex conjugates, e, = el • The dual 
basis! E a J is defined by the inner product 

(~,eb) = Dab' 

The tetrad components of the metric tensor are given by 

gab = (ea,eb) = gp,J!aPeb v 

with 

0 

0 0 
= (gab). (gab) = 

0 0 

0 

The rotation coefficients r m ab are defined by 

and are related to the connection forms (j)Q b by 

The requirement that the tetrad be "rigid" implies 

The tetrad vector e4 is chosen to be a Debever principal 
null vector in an algebraically special space-time. The neces
sary and sufficient condition for this to be so are the vanish
ing of two of the five complex conformal quantities of 
Sachs": C'l) = C(4) = O. The Goldberg-Sachs theorem re
quires the vanishing of geodesy and shear, 

r4'4 = 0 = r422 

and their complex conjugates F414 = r 411 = O. The remain
ing optical information is contained in the statement 

(j)4' = - pE, + r 423E4, 

where p = () + i(j) = - r 42i is the complex divergence (as
sumed nonzero), () and (j) being the rate of expansion and 
twist respectively. One can choose to set r42] = 0 by means 
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of a proper, orthochronous Lorentz transformation of the 
null tetrad, and then the following tetrad freedom remains: 

(2.1) 

where A and B are real functions. The (4,2) curvature equa
tion [see Kerr and Debney,22 Eq. (1.5)] now enables one to 
write 

(j)4' = - dt, EI = E, = p-I dt, (2.2) 

where t is a local smooth complex function on M. Under a 
tetrad transformation (2.1), (j)42 transforms as 

(2.3) 

A coordinate system (t,t,u,v) is chosen, where u, v are 
real functions satisfying 

U,3 = 1, u,4 = 0, v = Re(p - 1), (2.4) 

where" ,a" denotes the directional derivative in the ea direc
tion. In these coordinates the metric takes the form 

dr' = 2EIE2 + 2E3E4, 

where 

E, = (v +.1 )dt, EI = E" 

El = dv - 2 Rei [(v -.1 )Ii + D.1 ]dt J 

+ Re(Dii + J..lp)E4, 

E4 = du + n dt + Ii d[ 

(2.5) 

(2.6) 

The functions n, J..l, .1 are independent of the coordinate v 
and J..l is the "complex mass." In (2.6) we use the notation 
Ii an /au au fl, and the complexD operator is defined by 

D as - nau' 

The pure imaginary function.1 is defined by 

.1 i Im(Dn ) = i Im(p-I), 

whence the Debever vector e4 is hypersurface orthogonal if 
and only if.1 = O. 

The functions nand J..l must satisfy the field equations 

DJ..l = 31iJ..l, 

Im(u - DDDfl) = 0, (2.7) 

au(u -DDDfl) = iauDni'. 
The remaining conformal quantities of Sachs are given 

by Kerr and Debney," Eq. (1.16), and we note 

C'l> = J..lpl. (2.8) 

The space M is flat if and only if 

J..l = Dau Dn = au auDn = o. (2.9) 

It was also shown by Kerr and Debney that if the space 
admits a KV of the typeK = e pau ' wherep = p(t.[), then a 
coordinate system (t,t,s,r) could be chosen such that 

s=e"u, r=e -pv, K=a" 

and the metric takes the form 

!dr' = (r' + d 2)e2p d? d( + [dr + i(d~ d( - d, d?)]K 

where 
+ ! R (2) + Re[ml(r + id)] IK', (2.10) 
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K=ePE4=ds+Ad~+Adt. A=eP{I1-Pr;u), 

(2.11) 

d= -i.J.e-P=e 2Plm{A~), m=f-le-3p, 

andR (1) is the 2-curvature of the 2-metric e 2p d~ dt, given by 
the "generalized Liouville equation" 

R 'll-e- 2Pp -
- !;!;' (2.12) 

where coordinate subscripts denote partial derivatives. Also, 
A = A ~,t) and d = d ~,t) = d. The field equations in this 
coordinate system are 

a~m = 0, R <ll{;~ = 0, Im(m) = e- 2Pd!;~ - 2R <lld. 
(2.13) 

3. COORDINATE AND TETRAD FREEDOM 

We now determine the coordinate and tetrad freedom 
available under a homothetic change of metric (1.1). 

Consider a diffeomorphism qJ: M---+M· from one con
nected manifold M to another M·. Write q = qJ (p)eM * for 
each point peM. Let I e* a l be a basis in the tangent space 
Tq (M *) atq, corresponding to lea l in Tp (M) atp. qJ defines 
a linear map qJ*, 

qJ*:TiM)-Tq{M*). 

Let I €* a l be a basis in the dual space Tq *(M *) at q, corre
sponding to { E a} in Tp *(M) at p. qJ induces the linear map 
qJ*, 

qJ*:Tq *(M*) ---+Tp ·(M), 

by the requirement that the inner product ( , ) is preserved, 
thus 

(C',eb)(p) = (E*a,e*b)(q) = flab' 

Let leal = Ie - 4>e* al be a new basis in Tq{M *), and let I e'al 
be a basis in TiM *) obtained from {ea J by a Lorentz trans
formation which leaves the direction of e4 unchanged. Then, 
by demanding rm = 0, we may use (2.1) to write 

e; =e-iBe\ =e-4>e- iBe*\, 

e; = e- Ae3 = e-4>e- Ae*3' 

e~ = ~e4 = e - 4>~e*4. 

(3.1) 

Also let IE" l = I e4>€*a l be a new basis in Tq *(M *) and intro
duce the basis {E,a l in Tq ·(M *) by 

(e,a,e~)(q) = flab' 

The structure constants C m ab and the rotation coeffi
cients r m ab are related (in M) by 

Under the mapping qJ we require 

qJ*[ea,eb] = [qJ*ea,qJ*eb]· 

Define, at qeM· , 

Cmabem = [ea,eb] = [e-4>e*a,e-4>e*b] 

= [e-4>qJ*ea,e-4>qJ*eb] 

=e- 2<1>qJ* [ca,eb ] (since cfJ is constant) 
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(3.3) 

where qJ*C m ab = c·m abo If r 'm ab' F m ab' r *m ab are the rota
tioncoefficientswithrespecttobases {e'aJ, {eaJ, {e· aJ onM *, 
then (3.2) and (3.3) give Fabc = e - 4> r· abc' Hence the re
spective connection coefficients are related by 

wab(q) = (Fab!J(q) = (r * abcE*<)(q) 

= W* ab(q) = qJ * - \(Wab{P»' 

Using (2.2) we have 

w4lq) = W41*(q) = - qJ *-I(d~ (p» = - d (qJ *-I~ (p» 

= - d~*(q), 

where ~ * = ~OqJ-I is a differentiable function on M·. 

Also, by the reasoning leading to (2.2) and (2.3) we have for a 
differentiable function ~ , on M *, 

w~iq) = - d~ '(q) = ~ + iBwdq) = - ~ + iBd{; * 

which implies 

where 
_A + iB a d>-d> 
(;' = r;''4' ='4'r;" 

(3.4) 

The function ~ * is thus coupled to the tetrad I e* a l through 
d> _ -A + iB 
'4'(;.-(;' . 

Define functions u*, v*, 11 * on M· by 

u* = U0qJ-I, v* = VOqJ-I, 11· = 110qJ-I 

and define 

E* 4 = du· + 11 * d~· + fl* dt *. 
Let u', 11 ' be smooth functions on M * such that 

E~ =du' +11' d~' +fl' dt' 

and require u' to satisfy [cf. (2.4)] 

U'.3 = 1, u'A = 0. 

(3.5) 

(3.6) 

(3.7) 

Since u' = u'~ *,;·,u*,v*) and E~ = e4>~E* 4' we find from 
(3.5), (3.6), and (3.7) that 

where S *~ *,t*) is a real function on M *, and also 

11 ' = e4> 1<1>(; .1<1> (;-. \ [11 • - S * (;. - !<I> (;.(;.<1> (;-;. I 

(u· + S .)]. 

(3.8) 

(3.9) 

The complex divergence relative to bases Ie' a l and Ie· a l is 
given by 

p'= -r'421 = -e-<I>eAr·421 =e--4>\<I>;-*lp·,(3.10) 

wherep· = pOqJ-I. Let v',.J. ' be smooth functions onM * de
fined by 

v' = Re(p't l
, p' = (v' +.J. 'tl. 

Then, using (3.10), we have 
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and 

.J'=e4>I~~·I-I.J., 

where 

.J * = .J0lP-I. 

(3.11) 

(3.12) 

Let ,u * = ,u °lP- I
, where ,u(t,t,u) is the complex mass 

function of Sec. 2. Under the mapping lP the quantity C (3) of 
Sachs maps aslP*C (J)* = C (J), where C (J). = ,u.p*J. IfC (J) 
is the corresponding quantity relative to the basis [ea j at 
qeM *, then21 

C (J) = 2p(F123 + FJ4J) = e - 2<pC (3) •• 

Also, by the theory of Sec. 2, we have 

CU)' =,u'p'3. 

Under a tetrad transformation (3.1) we find 

CU)' = CO) 
and so, with the aid of (3.10), we obtain 

,u' = e<P 1~;-.1-3,u*. 

Now let us view lP as a mapping of M into itself, 

lP:M~M. 

(3.13) 

Then we can interpret the transformation equations (3.4), 
(3.8), (3.9), (3.11), (3.12), and (3.13) in the following ways: 

(i) q; = identity map (q p), (J = O. This corresponds to 
a change of coordinates at the point peM. 

(ii) q;¥=identity map, (J¥=Q. This corresponds to a prop
er homothetic motion, where the coordinate system is 
"dragged along" by q;. The symbols with an asterisk are to be 
identified with the symbols without. 

Summarizing, the remaining coordinate and tetrad 
freedoms under a homothetic change of metric (1.1) on M 
are: 

(;'=~(t), u'=e4>I~~I(u+S), v'=e4>I~;-I-lv, 

(3.14) 

where S (t.t) is a real function, 

fJ' = e<P I~~ I~ ~-l [fJ - S~ -1~~~~~ -I(U + S)], 

,u' = e<P I~; 1-3,u, (3.15) 

.J ' = e<P 1~;-I-l.J, 

and 

e; = e-<P I~~ 1~(lel' 

e3 = e - <P I ~~ 1-le3, (3.16) 

e~ = e-<P 1~;-le4' 

When (J = 0 the homothety becomes an isometry (when q; is 
not the identity map) and Eqs. (3.14)-(3.16) reduce to those 
of Kerr and Debney.22 

In the (t.t ,s,r) coordinate system the transformation 
equations corresponding to (3.14) and (3.15) are 

(;'=~(t), s'=e<PCo(s+A), r'=e4>C o-
1r, (3.17) 
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where A (t.t) is a real function and Co (and (J ) are real con
stants, and 

A ' = e<PCo~~ -I(A - A~), m' = e<PC 0- 3m, 

d = e<PC 0- Id, eP' = Col ~;-I-leP. 

4. HOMOTHETIC KILLING VECTORS 

(3.18) 

It is well known24 that every vector field X on M gener
ates a local one-parameter group oflocal (infinitesimal, iden
tity-connected) transformations q;" and conversely. Geo
metrically, if UCM, then lP, takes each point PEU a 
parameter distance t along the integral curves of X. Suppose 
X H, a homothetic Killing vector, and the local one-pa
rameter group lP r of homothetic motions generated by H is 
defined by xl'~x'l' = fl'(xV,t), where (x1 = (t,t,u,v) and 
the x'l' are given by 

(;' = ~(t;t), 

u' = e4>(1)1~;(t;t)1 [u +S(t,t;t)], 

v' = e4>(1) I ~~(t;t) I-IV. 

Then (x' 1")1 = 0 = X I" implies 

(4.1) 

~(t;0) = (;, ~;(t;0) = 1, S(t,t;O) = 0 = (J (0). 

The HKV has components H I' relative to a local coordinate 
basis [a It = a/ax I' j at p(t = 0), where 

HI'= __ . 
[
ax"'] 
at 1=0 

Defining 

a(t) = [a~] , 
at 1=0 

and 

R(t,{;) = - =R, - [as] -
at 1=0 

a = [a(J ] = real constant, 
at 1=0 

(4.2) 

we obtain the following form which a HKV must take ifit is 
present in the type of space which we are investigating, 

H = aa~ + aa, + Re(a!:' )(uau - vav ) 

(4.3) 

For H to exist, the constant a must be nonzero. If we set 
a = 0, the form (4.3) becomes thatofa KVadmitted by such 
a space [Kerr and Debney,22 Eq. (3.5)], 

The functions a(t) and R (t.t) in (4.3) will transform 
under a coordinate transformation (3.14) (with (J = 0) ac
cording to 

a'=~~, R'= 1~!:'IfR- [Re(a!:,)+a]S+HSj. 
(4.4) 

By solving the equations R ' = 0, a' = 1 when a=f:O, or by 
choosing a new u coordinate when a = 0, we can put the 
HKV into either of the two mutually exclusive canonical 
forms 

H = a; + at + uau + vav, 

H= uau + vav' 
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In the g,f,s,r) coordinates the expressions correspond
ing to (4.3) and (4.4) are 
H = aar; + aaf + ao(sas - rar ) + Tas + a(sa, + rar ), 

(4.6) 

where a is a function of; only, Tg,t) is a real function, ao 
and a are real constants (a nonzero for homothetic motions); 
and 

a'=4>r;a, T'=Co[T-(ao+a)A+HA]. (4.7) 

The two canonical forms of H in these coordinates are 

H = ar; + af + (a + ao)sas + (a - ao)rar , 

H = (a + ao)sas + (a - ao)rar • 

(4.8a) 

(4.8b) 

5. HOMPTHETIC KILLING EQUATIONS 

The HKV (4.3) must satisfy the homothetic Killing 
equations (1.2) for if; = nonzero constant. We shall express 
these equations, and their first order integrability condi
tions, in a form which involves only the functions {l and fl 
(and their derivatives) since these are the unknown functions 
in the field equations. 

Let y(x) denote the components of a geometrical object 
at a point of M with local coordinates (x Ii). Under a mapping 
rp of M let the transformed object be denoted by y'. A symme
try of the local object is defined by 

y'(x') = y(x'), (5.1) 

where rp : x~x'. If rp is the local one-parameter transforma
tion rpt generated by the HKV (4.3), then rpt : x~x'(x,t). 
Identifying y with {l and fl in turn in the derivative of both 
sides of (5.1) with respect to t, also using (3.15), we obtain (at 
t = 0) the homothetic Killing equations 

(H - a)n + !(a!; - af)n + !ar;.;-u + R!; = ° (5.2) 

and (5.5) listed below, whereHis given by (4.3). The integra
bility conditions are obtained by successive differentiation of 
(5.2) and (5.5) with respect to;, f, and u. Writing (5.2) in 
different form, we now list the set of homothetic Killing 
equations and their first order integrability conditions: 

(I) H(n - uti) + (Mar: -?%) - a)(n - uti) 

+ Rti + R; = 0, (5.3) 

(II) Hti + ar; ti + !ar;" = 0, (5.4) 

(III)Hfl + (3 Re(a;) - a)fl = 0, (5.5) 

(IVa) H,u + 4 Re(a;)u = 0, (5.6) 

(IVb) H(Dti) + 2 Re(a;)Dti = 0, (5.7) 

(IVc) BiJ. + (Re(as-) - a)iJ. = 0, (5.8) 

(IVd) Hfl + (a; + Re(a,) + a)fl = O. (5.9) 

The references in Roman numerals are used to match the 
corresponding equations for isometries in the Kerr and Deb
ney paper22 to which the above set reduces on putting a = O. 

Since there are essentially six unknowns 
(a,a,a!;,af,R,a) in the above set of equations, we have the 
following extension of the Kerr-Debney Lemma, based on 
the same reasoning with the standard form of these 
equations: 
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Theorem 1: The dimension of the group of homothetic 
motions of an algebraically special vacuum space with nonze
ro complex divergence is at most six. When the dimension is 
six, all integrability conditions are zero identically and the 
space isf/at. 

This result confirms the Collinson-French theorem' 
that the maximum order of the group H m of homothetic 
m~tions admitted by a nonflat empty space-time is at most 
one greater than the maximum order of the group G n of 
isometries. 

In the g,f,s,r) coordinate system the equations corre
sponding to (5.3)-(5.9) are 

(I) HA + (a; - ao - alA + Tt; = 0, (5.10) 

(II) Hp; + a;p!; + !a!;; = 0, 

(11/) Hp + Re(at;) = ao, 

(III) Hm + (3ao - a)m = 0, 

(IVb) HR (2) + 2aoR (2) = 0, 

(IVc) Hd + (ao - a)d = 0, 

(5.11) 

(5.12) 

(5.13) 

(5.14) 

(5.15) 

where R (2) is the 2-curvature given by (2.12), and H is given 
by (4.6). 

6. SPACES WITH HIGH SYMMETRY 

Since (see Sec. 1) there is at most one independent HKV 
in the space, we concern ourselves here with spaces which 
admit one HKV plus two, three, or four KV's, four KV's 
being the maximal number in a nonflat space. In order to 
find the metrics of those spaces possessing this high symme
try, we use the results of Kerr and Debney. 22 The g,t,s,r) 
coordinate system with the field equations and the homothe
tic Killing equations in the form (2.13) and (5.10)-(5.15) will 
be used except for the Cases VIII and IX below. 

Case I (4 KV's + 1 HKV): 

{l = A = idol:, fl = m = mo = nonzero real constant, 

iJ. = ido, d = do = constant, p = ° = R (2). 

(i) %=;60, do=;60. Equations (5.13) and (5.15) give a = 0, 
so there is no HKV in this case. 

(ii) mo=i=O, do = 0. Equations (5.11) and (5.12) yield 
a = aD; + /3, Re(ao) = aD' There is enough coordinate free
dom available to transform a to a = a~ and mo to 1. Equa
tion (5.10) gives T = To, real constant, while (5.13) gives 
3ao = a. Equations (5.14) and (5.15) are trivially satisfied. 
Thus we have found an HKV of the form 

H = aoga; + [ai;+ 4sJ, + 2rJr) + Toil,. 

But a HKV is determined only up to an additive KV, and 
because K = as is already present in the space, we may take 
the HKV to be 

H = ;a; + [ai;+ 4sas + 2rar· 

The metric which admits this is 

!dr' = r' d[; dt + dr ds + r' ds', 

which is Petrov type D. The 4 KV's are 
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K, = as. K, = a; + a~. K3 = i(a; - a~), 

K. = i<;a; - fa~). 

The metric (6.2) is of Kerr-Schild type2S since Dil = 0, 
and can be made manifestly of this type by choosing new 
coordinates (x,y,z,t), where 

; (z - t) = x + iy, V2r = z - t, V2s = z + t + ;;r. 

There is a plane of singularities z - t = 0, so this is the metric 
for a nullicle.'6 The metric is known from the Collinson and 
French paper,' where it is in their Class C, Case (i), if!~ = 1 
with U O = 0; it is, in fact, the NUT metric'7 with flo = ° = pO. 

(iii) mo = ° = do. The space is flat. 

Case II (4 KV's + 1 HKV): 

A = ido? / Ro<;f - Ro), m = mo = constant, 

d = do = - Im(mo)/2Ro, R (" = Ro = real constant, 

e- P =;? - Ro. 

(i) mo=FO, do=F0. Equations (5.13) and (5.15) givea = 0, 
so there is no HKV. 

(ii) m=FO, do = 0. Equation (5.14) givesao = 0, and then 
(5.13) gives a = 0, so there is no HKV. This result confirms 
the well-known fact that the Schwarzschild metric (mo real) 
does not admit a HKV, and also proves that the same is true 
a/two a/the NUT metrics (mo complex). 

(iii) mo = ° = do. The space is flat. 

Case III (3 KV's + 1 HKV): 
- 2-

A = m = d = 0, R (2) = ; + ;, e - 2p = -<; + ;)3. 
3 

Equation (5.14) gives a = - 2ao<; + ibo), where bo is a real 
constant. There is still a linear transformation in ; left to 
transform a to the form a = - 2ao;. Then equations (5.11) 
and (5.12) are satisfied identically, while (5.13) and (5.15) 
are trivial. The remaining equation (5.10) gives T = To, real 
constant. Thus we arrive at the metric 

which is Petrov type III and admits the HKV 

H=sas+ra,., (6.4) 

where we have accounted for the KV's present when writing 
down the form of H. Putting 8; = 3(x + /y) we can write the 
metric in the form 

dr2 = rx-'(dx' + dy') + 2dr ds + ~x ds', 

which admits the HKV (6.4) plus the KV's 

(6.5) 

K, = a" K2 = ay, K, = 2(xax + ya) - sa, + rar • 

This metric is that given by Kerr and Debney," Eq. (5.19); it 
has been noted by McIntosh9

; it is the so-called "singular" 
metric in the Collinson and French paper,7 Case (i) with 
tP~ = 0. 

Case IV (2 KV's + 1 HKV): 
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A = ife2P
[ - ! Im(mo)R 2 + C, + C,(210gR + RoR -') 

+ C,(R 2 + R ~R -')], 
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m = mo = constant such that either Re(mo) = 1 or 
Im(mo) = 1, 

d = e - 2p Im(A~), R m = Ro = constant, 

e-p=;f -Ro, 

where R = I; 1 and C" C" C3 are real constants. 

The space is flat when mo = 0. 

(1) mo=FO, Ro=F0. Equation (5.14) gives ao = 0, which 
together with (5.13) gives a = 0, so there is no HKV. 

(2) mo=FO, Ro = 0. Equation (5.14) is the zero identity, 
while (5.13) gives 3ao = a. Equation (5.12) yields 

a = ao;' - ao;, 

where a o is a complex constant, while (5.11) is satisfied iden
tically. Equation (5.15) is satisfied when either (i) C, = C, 
= 0; or (ii) a o = C2 = 0, 5ao = a; or (iii) a o = C, = C2 = 0, 

5ao = a. 

Using (ii) and (iii) with 3ao = a implies a = 0, and no 
HKV. 

When (i) obtains we find 

A = if3~-', d = 0, f30 = c, -! Im(mo). 

Equation (5.10) and 3ao = a now give 

T= if3o[~ log(; If) - a~ + ai]. 

Using this form of Tin (4.6) and taking the commutator of H 
with each of the two KV's 

K, = as, K2 = i(;a; - fa() 

and applying the theorem [H,K, J = mK, + nK2 leads to 
a o = 0. Choosing Re(mo) = 1 as we may, we obtain the Pe
trov type D metric 

!dr2 = r(;ft' d; df + dr ds + if3o(;-' d; - f-' df)dr 

+ r'[ds + if3o(;-' d; - f-' dfw, (6.6) 

where f30 is an arbitrary real constant, which admits the 
KHV 

H = ;a; + fa;- 4sa, - 2rar + 4if3o log<f /;)as' (6.7) 

This metric is not of the Kerr-Schild type since Dil=FO, but 
it does collapse to the Kerr-Schild metric (6.2) whenf30 = 0. 
It must be the special form of the "C" metric8 of Ehlers and 
Kundt: in their coordinates 

dr2 = (x + y)-l(X'3 dx' + x 3 dcp 2 + 1'3 dy2 _ y' dt ') 

which admits the HKV 

H = xax + yay - 3cpa<p + 3tat• 

Case V (2 KV's + 1 HKV): 

A = i[coX,s/2 sinh! V13 (x - xo) + .::. Im(mo)x"], 
4 

m = mo = complex constant, Co = arbitrary real 
constant, 

d=e-- 2P lm(Ad, R (2 )=;+f=x, e- 2P =2x3/3. 

The space cannot be flat since fjapil = e2P. 

As in Case III Eq. (5.14) leads to a = - 2ao;, while 
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(5.11) and (5.12) are satisfied identically. However, Eq. 
(5.15) gives rise to three possibilities: 

(1) Co = ° = 3ao - a, Im(mo)*O (ao*O); 

(2) Co = ° = Im(mo), 3ao - a*O, ao arbitrary; 

(3) Co = ° = 3ao - a = Im(mo) (ao*O). 

Taking these in turn we have 

(1) If ao = 0, then a = ° and there is no HKV. If ao*O, 
equation (5.13) is satisfied identically and (5.10) gives 
T = To, real constant. Thus we arrive at the Petrov type II 
metric 

df2 = 3x-3(t 2 + A 2X-2)(dx2 + dy2) + 4(dt + Ax-2 dY)K 

+{2x+ReCX~iA)}K2, (6.8) 

whereK = ds - Ax-3 dy, 2t = x + iy, t = rl2 and A is an ar
bitrary, nonzero, real constant given by 4A = 3 Im(mo). The 
HKV admitted by this metric is 

(6.9) 

Since.4 = i deP*O in this case, the metric (6.8) is that of a 
type II vacuum space with twist; it has not yet been 
identified. 

(2) In this case Eq. (5.13) gives mo = 0, while (5.10) 
yields T = To, real constant. Thus we recover the solution 
(6.3), (6.4) of Case III, which admits 3 KV's. 

(3) Equation (5.13) allows the (real) constant mo to be 
arbitrary, but if zero the space would be flat. We may use the 
transformation (3.18) to set mo = 1. Equation (5.10) gives 
T = To, real constant. Thus, on putting 8t = 3(X + iY), we 
arrive at the Petrov type II metric 

df2 = rX-3(dX2 + dP) + 2drds + e: + ~) ds2, 

(6.10) 

which admits the HKV 

H=Xax + Ya y -2sas-ra,.. (6.11) 

The metric (6.10) is given in the Collinson-French paper' as 

their class C, Case (i) "singular" solution with "'~ = 1, 
uo=t+t 

The two KV's admitted by (6.8) and (6.10) are 

Kl = as, K2 = i(a; - af) = ay. 

Case VI (2 KV's + 1 HKV): 

A = Alt - Ila, + mot 2(; (a, - 3)/a" 

m = 2mollo- I(ao - 3)(; - 3Ia" 

d= Im(A f ), p=O=R<2l, 

where Re(ao) = 1 (ao invariant), Ao is a complex constant, 
and mo is a complex constant which can be made real if the 
remaining coordinate freedom is used. However, we prefer 
to use this freedom to transform a obtained from Eqs. (5. 11 ) 
and (5.12) to 

a = /30(;' Re([Jo) = ao• 

Now condition (2.9) requires mo=¥=O for nonflat space. Then 
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Eq. (5.13) gives (3ao - a)ao - 3/30 = 0. Adding this to its 
complex conjugate yields a = 0, so there is no HKV in this 
case. 

Case VII 2 KV's + 1 HKV): 

A = iet + (yiL (8), t =pe ili
, 

m = /-Lot 312, /-Lo complex constant, 

d=et+()II2F(8), F=F, 

R (2) = t + t. e - 2p = ~ + ()3. 

Kerr and Debney did not obtain a solution for Land F, 
where 

~ sin28 (dL Id8) - L = e2PF, 

and 

1m [/-Lo(l + 2e - 2iliyll2] 

= e2P cos20 (d 2F I dO 2) - (2 + !e - 2
p)F, 

e- 2P(cos20 d
2
P + 2-) = 1, P=P(O). 

d0 2 2 

The only known solution of the last equation is e - 2P = 213. 
Just as in Case III, Eq. (5.14) leads to a = - 2ao(;. Then 
(5.11) and (5.12) are satisfied identically. 

If m=¥=O, Eq. (5.13) now gives a = ° and there is no 
HKV. 

If m = 0, Eq. (5.13) gives no information. But (5.15) 
gives either a = ° and no HKV; or F(O) = ° when we have 
L = C tanO, where C is a real constant, so that 

A = C ((; - t)((; + tt 2
• 

Equation (5.10) now is an ordinary differential equation in 
T = T((; - t) if either (1) ao + a = 0, or (2) C = 0, or (3) 
ao + a = ° = C, in which cases T can only be a real constant. 

(1) Putting 8(; = 3(x + iy) we obtain the Petrov type III 
metric 

dr2 = rx-3(dx2 + dy2) + 2dr ds - 2Cx-2y dy dr 

(6.12) 

where C is an arbitrary, real, nonzero constant, which ad
mits the HKV 

H = xax + yay + ray. (6.13) 

This metric appears to be the "singular" solution in the Col
linson-French paper,' Class C, Case (ii) with "'~ = 0, 
VU°=¥=O. 

(2) This is a degenerate case in that the metric is (6.3) 
with 3 KV's. However, there remains the possibility that 
ao = a, when the metric (6.3) admits the HKV 

H = xax + yay - sas' (6.14) 

(3) Again degenerate to (6.3), which is now found to 
admit also the HKV (6.13). 

Case VIII (2 KV's + 1 HKV): 

In this case, and in Case IX below, the metrics do not 
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admit a KV of the type K = e - pau' so we revert to the 
(t,t,u,v) coordinate system. The appropriate sets of equa
tions to use are (3.14), (4.3), and (5.3)-(5.9). The functions a 
and f-l are known to the extent that they are dependent upon 
f-l only: 

a = a (u), f-l = f-lJi -\ (6.15) 

where f-lo is complex constant. The two remaining field equa
tions are 

E = l(a 2)"12 (6.16) 

and 

Im(E) =0, (6.17) 

and 

E (u) = 4f-lJi -3 + 211 [11 (a 2ff (6.18) 

and the dot denotes differentiation with respect to u. The two 
KV's present are K, = a~ + a;, K2 = i(at; - a;). Now the 
commutator of a HKV H with each of these is 

(6.19) 

where the ai' bi are real constants. Applying this constraint 
and using the transformation equations (3.14) and (4.4) we 
find seven possible forms for the HKV. However, upon using 
the field equations and homothetic Killing equations with 
each of these forms, we find either no solution or flat space 
except when H takes the form 

H = bat; + ;a;+ (a + l)uau + (a - l)vav (a=f= - 1,0). 
(6.20) 

Using this form, Eqs. (5.3) and (5.4) give 

a = Cua/(a + Il, 

where C is a complex constant which we take nonzero, for 
C = 0 implies flat space. But since 

Hf-l = H (;.tJi -3) = - 3f-l11 -'N11 = - 3af-l, 

Eq. (5.5) gives (3 - 4a)f-l = 0, so that either (1) f-l = 0, or (2) 
.a = i, or (3) 3 - 4a = 0 =f-l. 

(1) The field equations (6.16) and (6.17) are satisfied if 

a = 1 (flat space) or a = 2.. The remaining equations (5.6)-
2 

(5.9) are trivial. Thus we arrive at the Petrov type III metric 

df1 = 2v2 d; d; + 2[dv - 2. u-215v(C d; + Cd;) 
5 

(6.21) 

where 

E. = du + U1/5(C d; + Cd;), 

and C is an arbitrary, nonzero, complex constant. This met
ric admits the HKV 

(6.22) 

The form (6.21) of the metric appears to be explicitly new. 

(2) The field equations are satisfied if 

343f-l = - 16(CC)2u-917 • 

The remaining equations (5.6)-(5.9) are trivial. We have ob
tained the Petrov type II metric 
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(6.23) 
where 

E. = du + u l17(C d; + Cd;), 

and C is an arbi trary, nonzero com plex cons tan t. This metric 
admits the HKV 

(6.24) 

The metric does not appear to have been written down ex
plicitly before. 

(3) The field equation (6.16) is not satisfied, so this case 
does not yield a solution. 

Case IX (2 KV's + 1 HKV): 

The functions a and f-l were not fully determined by 
Kerr and Debney, but it is known that 

a = a (t), f-l = u-1v(t), t = u/lm(t). 

The two K V's are 

K, = at; + at, K2 = bat; + ;at + uau - vav' 

By using the constraint (6.19) with each of these KV's and by 
making a transformation u-u + S we find two allowable 
forms for H, only one of which leads to nonflat solutions, 
namely, 

H = uau + vav' (6.25) 

Equations (5.3), (5.4), and (5.5) now yield 

a = Ct = Cuy', f-l = Au-1t' = Auy', 

where A, C are complex constants and; = x + iy. The field 
equations (2.7) are satisfied if and only if A = 0 and either (1) 
C = 0, or (2) C = i/2, or (3) C = 3i/4. Condition (2.9) shows 
that non flat space results only in case (3), when we have the 
Petrov type III metric 

df1 = 2V2(dx2 + dy2) + 2[dv + ~ vy-' dy 

- 2. y2(du - 2. uy-'dy)](du - 2. uy-' dy). (6.26) 
8 2 2 

This metric is of the Robinson, Robinson, and Zund form 28 if 
oneputsP = v,Z = 3v/2(t - ;),S = - 3/2(t - ;)2, a = I, 
b = - 3u/2(t - f), (T = U, P = v in their Eqs. (2.12) and 
(2.13). It does not seem to have been written down explicitly 
before. 

CONCLUSION 

The class of nonflat, vacuum, algebraically special me
tries which are expanding and/or twisting and which admit 
an Hm symmetry group (m = 3,4,5) is small. It consists of 
the metrics (6.2), (6.5), (6.6), (6.8), (6.10), (6.12), (6.21), 
(6.23), and (6.26). All are hypersurface orthogonal except 
(6.8), which has not yet been identified. Three others in the 
Robinson-Trautman class are believed to be explicitly new, 
namely, (6.21), (6.23), and (6.26). 
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Algebraically special, nonflat vacuum Einstein spaces with an expanding and/or twisting 
geodesic principal null congruence are considered. These spaces are assumed to possess 
locally a homothetic symmetry as well as an isometry (one Killing vector). Nine metrics 
are obtained, six of which are twisting Petro v type II. 

1. INTRODUCTION 

In a previous paper,l referred to as Paper I, we deter
mined all algebraically special nonflat vacuum Einstein 
spaces with an expanding and/or twisting geodesic principal 
null congruence, and which admitted a homothetic Killing 
vector (HKV) plus two, three, or four Killing vectors (KVs). 
It was evident that the addition of a homothetic symmetry 
enabled one to obtain solutions of the vacuum field equations 
more readily. In this paper the same claim is made; an HKV 
is placed in the space along with just one KV, and the field 
equations are reduced in complexity. Even so, they are still 
of a sufficiently difficult nature that in some cases a complete 
solution has not been obtained. 

The formalism used in this paper is that of Paper I. It is 
an extension of the formalism developed by Debney, Kerr, 
and Schild2 and by Kerr and Debney.3 In order to make this 
paper self-contained and easier to read, the main equations 
and results of Paper I will be summarized next. 

The general form of an HKV admitted by a vacuum 
space-time with nonzero complex divergence is, in local co
ordinates ct,t,u,v), 

H = aJ, + aJ( + Re(a,)(uJu - vJv ) 

+ RJu + a(uJu + vJv ), (1.1) 

where a = act), R = R ct.() = R, and a is a nonzero real 
constant. In any space-time there is only one independent 
HKV.' Of importance is the following result: A Killing vec
tor K and a homothetic Killing vector H obey the commuta
tion relation 

[K,Hl = KH - HK = AK, (1.2) 

where A is a constant. This restriction on the geometry is 
used to determine more precisely the form of H for a given K. 
Kerr and Debnei showed that K may take one of the ca
nonical forms 

(i) K=e-PJu, p=pct,;), 
(ii) K=J; +J( 

(1.3) 
(1.4) 

in the (t,t,u,v) coordinates, in which the field equations take 
the form 

15p = 3/ip, 
Im(p - DDDfl) = 0, 
Ju(p -15jjDfl) = IJuDfl 1

2
• 

(1.5) 
(1.6) 
(1.7) 

Here fl and Il are functions of only three coordinates s.(,u 
and the operator D is defined by 

D=J; -flJu ' 

The dot appearing in (1.5) and in the sequel denotes differen
tiation with respect to u. The bar over a symbol denotes 
complex conjugation. 

The metric which admits the KV and the HKV is of the 
form 

dr 2 = 2E1Ez + 2E3E., (1.8) 

where 
E2 = (v + ..:1 ) ds, El = Ez, 
E3 = dv - 2 Re{ [(v -..:1 )Ii + D..:1 ] ds 1 

+ Re(Dfl + IlP)E4, 

E. = du + fl ds + if df, (1.9) 

and..:1 is defined by 
..:1 = i Im(Dfl ). (1.10) 

The complex divergencep( = e + iw) is related to the co
ordinate v by v = Re(p"l). 

In order to obtain the explicit forms of the metric (1.8), our 
procedure is to take one of the forms (1.3), (1.4) for K, solve 
the field equations (1.5)-( 1. 7) for fl and p subject to the 
following homothetic Killing equations and their integrabi
lity conditions: 

(H - a)(fl.- pli) + 4(a; - a( )(fl - pli) 
+Rfl+R; =0, 

Hli + a,1i + ! a;; = 0, 

HIl + (3 Re(a;) - a lJ1- = 0, 

Hft + 4 Re(a;)ft = 0, 

H (i5!i ) + 2 Re(a; )(Dli ) = 0, 

H..:1 + [Re(a,) - a]..:1 = 0, 

Hii + [a; + Re(a;) + alii = 0, 

(1.11) 

(1.12) 

(1.13) 

(1.14) 

(1.15) 

(1.16) 

(1.17) 

where act) and R ct.() are the functions occurring in H, 
which are found initially from the geometric condition (1.2). 
This leaves a certain amount of coordinate freedom which 
may be used to simplify the form of the metric. The function 
..:1 is computed from (1.10) and checked for consistency with 
(1.16). The Killing equations and their integrability condi
tions to be satisfied for a selected K are obtained from (1.11)
(1.17) by putting a = ° and by using a and R as in (1.3) or 
(1.4) as the case may be. 

When the KV is present in the form (1.3), Kerr and 
Debney3 showed that it was convenient to use ct,t,s,r) as 
local coordinates, where s = ePu and r = e - pv. The form of 
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the KV is then simply 
K=as ' (1.18) 

and the metric takes the form 
!dr ' = (r ' + d ')e2p d; dt 

+ [dr + i(d~ dt - d~ d;)]K 

+ {R (') + Re[m/(r + id)] jK', (1.19) 

where 
K=ds+Ad;+Adt, A=eP(n-p~u), 

(1.20) 
d = - iJ!je - P = e - 2PJm(A~), m = J-te -- 3P. 

R (') is the curvature of the two-dimensional metric e 2p d; dt 
and is given by the generalized Liouville equation 

R<2>=e-2Pp,~, (1.21) 

where, as usual, coordinate sUbscripts denote partial deriva
tives. Also A = A (;i) and d = d (;i) = d. The field equa
tions (1.5)-(1.7) become 

m~ = 0, (1.22) 
R (')~~ = 0, (1.23) 
Im(m) = e - 2Pd~~ - 2R O)d (1.24) 

The homothetic Killing equations (1.11)-( 1.17) become 
HA + (a~ - ao - a)A + T; = 0, (1.25) 
Hp; + a~ p~ + ! a;~ = 0, (1.26) 
Hp + Re(a;) = ao, (1.27) 
Hm + (3ao - a)m = 0, (1.28) 
HR (') + 2aaR (2) = 0, (1.29) 
Hd + (ao - a)d = 0, (1.30) 

where the HKV has the general form 

H = aa~ + aa~ + (a + ao)sas + (a - aO)rar + Tas ' (1.31) 

Here a = a(;), T = T (;i) = t, and ao,a are real constant 
with a =1= 0. In Paper I it was shown that H could be put into 
one or other of the canonical forms 

(i) H = (a + ao)sas + (a - ao)rar, (1.32) 
(ii) H = a; + a~ + (a + ao)sas + (a - ao)rar. (1.33) 

This is always possible in the presence of K = as, but the 
coordinate freedom is reduced and depends upon which of 
the two canonical forms of H we take. 

We now proceed to determine those nontlat vacuum 
space-times with expanding and/or twisting rays which ad
mit an HKV and one KV. 

2. SPACES ADMITTING K = as AND H AS IN (1.32) 

Equation (1.27) gives ao = 0. The form of the HKV re
duces to 

H = sa, + rar' (2.1) 

Equations (1.25), (1.28), (1.30) and field equation (1.22) give 
A =m =d=O, 

and the Eqs. (1.26), (1.29), and (1.24) are satisfied identical
ly. It remains to determine p(;i) from field equation (1.23). 
To do this, we consider separately the possibilities R (2) = 0, 
R (2l = nonzero const, R (2l =1= const. It turns out that the 
only case leading to nonflat space is the last. Then 
R (2) = 2 Re[F (;)] for some analytic function F of;. Using 
available coordinate freedom (see Paper I), the 2-curvature 
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transforms as 
R (')~R (2)/ = C 0- 2R (2), (2.2) 

where Co is a real constant. Setting; / = C 0- 2 F (;) in (2.2) 
and dropping the primes (since we shall be working with the 
new functions hereafter), we have 

R ") - r + F _- 2p _ -:. :. - e P;I;' (2.3) 

This generalized Liouville equation possesses only one 
known solution, namely, 

3e - 2p = 2(; + t)l. (2.4) 

Substituting (2.4) into (1.19), we have the metric 
dr' = 3r '(; + ttl d; dt + 2drds + 2(; + t) ds' 

or, putting 8; = 3(x + iy), 
dr' = r 'x-l(dx' + dy') + 2dr ds + ~ X ds'. (2.5) 

This is the Petrov type III hypersurface-orthogonal metric 
of Kerr and Debneyl which, in fact, admits not just one KV 
but three of them: 

K, = a" K, = ay' Kl = 2(xax + yay) - sa, + rar' 

Because it also admits the HKV (2.1) it has appeared already 
in Paper I. 

3. SPACES ADMITTING K = as AND H NOT IN FORM 
(1.32) 

H may be taken in form (1.33), but we shall not do so 
because we prefer to have the full coordinate freedom avail
able for future use. We take H in the general form (1.31) with 
a =1= 0. The constraint (1.2) requires Il = ao + a. We shall 
split the analysis according to whether the 2-curvature R (2) 

is constant or not. 

A. R(2) = const = Ro 

Equation (1.29) gives aaRo = 0. Consider in turn the 
possibilities Ro = 0, Ro of 0. 

Case I: Ro = 0. We havep,;{ = 0, implyingp 
= Re(G (;)] for some analytic function G of;. The allowed 

coordinate transformation; --+; / = (/> (;), under which 
ef)~eP = Co I (/>; 1-'eP (see Paper I), enables us to setp = ° by 
choosing (/>; = CoeG

• The coordinate freedom left is a linear 
transformation in;, with complete freedom on sand r. Now 
(1.26) and (1.27) givea = Yo; + ao, where Yo and a o are con
stants such that Re(yo) = ao• There are two possibilities: 

(i) Yo =1= 0, (ii) Yo = ° (=>ao = 0). 
In (I), if a o =1= ° we can use the coordinate freedom in; to 

transform a to a = Yo;. Also, ao mayor may not be zero. If 
ao = 0, then Yo = ibo, where bo is a nonzero real constant 
which we may take equal to 1, since a multiplicative constant 
can be absorbed into the HKV. Thus, if ao = 0, we have 
a = i;. 

In (ii), a = a o =1= ° and ao is necessarily zero. 
In both (i) and (ii), field equations (1.22) and (1.24) 

give, quite generally, 
2id = 2t/3 - 2;i3 + rp - <p, (3.1) 

where m = 2/3-:; , /3 = /3 (; ) and rp(;) is a function yet to be 
determined. The definition of din (1.20) then implies 

A = (2/3 + (rp + B" 

where B (;i) is a real function of integration which can be 
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eliminated by letting s-.s + B, as is allowed. Then 
A = (2{l + (<p. (3.2) 

We must now discuss (i) and (ii) separately. 
Case I (I): Ro = 0, a = r~, Re(ro) = ao. 
Equations (1.22) and (1.28) give 
m<;) = N~c, c = (a - 3ao)/ro, 

where Nand c are complex constants. Integration yields (l, 
and then (3.1) gives d. Substituting d into (1.30), we get 

Im{([2r~{l~ + 2ro{l + 2(a - ao){l] 

+ [r~<p~ + (a - ao)<p] 1 = 0, 
which gives rise to the following solutions: 

(A) <p = 2M~ + D~ (a - a,)/y, (a =l=ao), 
(B) <p = Boro- I log~ + 2M~ + Eo (a = ao), 

where Bo, Do, Eo, and Mo are constants, Bo real. In (B) one can 
redefine the function <p to absorb Eo, and in both (A) and (B) 
the constant Mo can be eliminated by an allowed coordinate 
transformation s-.s + 2 Re(M~(2). Having done this, we 
determine T<;,t) from (1.25). We obtain respectively 

(A) T= To, (B) T= To - B~;' 

where To is a real constant which can be eliminated because 
of the presence of K = as in the space. 

Thus there are two vacuum metrics (1.19) which admit 
the Killing vector K = as and a homothetic Killing vector 
H, specified by 

Case I (z)(A ): 
a=l=ao, (a + ao) mayor may not equal zero, 
p=0=R(2\ 
A = N~ (a - 3a, + y,)ly,(2 + D~ (a - a,)lY,;' (3.3) 
m = 2(a - 3ao + ro)ro- IN~ (a - 3a,)/y" 
d = !i(A~ - At), 

where ao,a,ro,No,Do are all constants (ro,Do complex) such 
that a =1=0, Re(ro) = ao and the HKV admitted is 

H = r~a{; + rlat + (a + ao)sas + (a - ao)ra,. (3.4) 

A simplification occurs if ao = O. For, as pointed out above, 
we may then take ro = i 

Case I (I)(B): 
a = ao, (ao + a) cannot equal zero, 
p=0=R(2), 
A = N~(Y' - 2a)lY,(2 + Boro- I(log~, 

m = 2(ro - 2a)ro- IN~ - 2aly" 
d = ! i(A (; - At), 

(3.5) 

where a,ro,No,Bo are constants, with ro complex such that 
Re(ro) = a =1=0, and the HKV admitted is 

H = r~a{; + ro(at + (2as - B~()as' (3.6) 

In both Case I(i)(A) and Case I(i)(B) the remaining coordi
nate freedom may be used to make No a real constant. Both 
metrics (3.3) and (3.5) are Petrov type II with twist, unless 
No = 0 when the space is flat. 

Note: (a) The metric (3.3) with a = 3ao( =1=0) and Do =1=0 
is Zund's metricl [his Eqs. (1), (6), and (9)]. 

(b) Formally putting a = 0 in (3.3) and (3.5) produces 
vacuum metrics which admit Killing vectors. 

In Case I(i)(A), we regain the Kerr-Debney metric 
[Ref. 3, Eq. (6.16)] which admits two KVs, whenao = I, 
a = O. In case I(i)(B), ao = 0 = a gives, for Bo=l=O, one of the 
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Kerr-Debney metrics [Ref. 3, Eq. (6.10)] after suitable co
ordinate transformations; it admits two KVs. If, further, we 
put Bo = 0 in this last case, we obtain one of the NUT metrics 
[see Paper I, Eq. (6.2)] which is Petrov type D and admits 
four KVs and an HKV. 

Case I (iz): Ro = 0, a = ao( =1= 0), ao = O. 

Equations (1.22) and (1.28) give m<;) = Ne{;la" where 
N is an arbitrary complex constant. Integrating m = 2{3 {;' we 
get{l, and then (3.1) gives d. Substituting d into (1.30), we get 

Im{ 2[( (ao {l{; - (l) + ao {l] + (ao<p{; - <p) 1 = 0, 

with the solution, for (l as found, 

<p<;) = Ao - N (k + a~ )e{; la, + 2CfoMo + 2Mo<; + ao), 

where Ao,k,Mo are constants, Ao real. However, Mo and Ao 
can be eliminated by the allowed coordinate transformations 
s-.s + 2 Re(M~(2),s-.s +A~(respectively. Having done 
this, we determine T<;,t) from (1.25), obtaining 

T= laoI 2[N(k - laol 2 + a~)e{;la, 
+ N(k - laol 2 + al)et;a,]. (3.7) 

Thus we arrive at the metric (1.19) with 

p=O=RI2>, 

A = N(! al2 - k( - a~()e{;la" (3.8) 

m = Ne{;la., 

d = Im[N(al- a~ - k)e{;la,], 

where ao, N, and k are complex constants, ao =1= O. This metric 
admits the Killing vector K = as and the HKV 

H = ap{; + aPt + sas + ra, + Tas' (3.9) 

where T is given in (3.7). The metric is Petrov type II with 
twist, unless N = 0 when the space-time is flat. 

Case II: Ro=l=O (const). 

Equation (1.29) requires ao = 0, so (ao + a) cannot 
equal zero for proper homothetic motions. 

By means of the transformation (2.2) with C ~ = I Ro I 
we can make Ro = ± 1. The metric e2p d~ d( is then that of 
a sphere or pseudosphere and so the coordinates can be cho
sen so that e - p = ~(- Ro. Then DauDlJ = 0 = auauDlJ 
and,u = m<;( - Rot3

, so unless m = 0 (corresponding to 
flat space) Petrov type II solutions are possible. The coordi
nate freedom left is a bilinear transformation in ~ and com
plete freedom in sand r. 

Equations (1.26) and (1.27) give 

a = a~2 + ib~ - lioRo, (3.10) 

where ao and bo are constants, bo real. There are two cases to 
consider: 

(i) Ro = - 1 (sphere), (ii) Ro = + 1 (pseudosphere) 

Case II (I): Ro = - 1. 

It is always possible to reduce the form (3.10) to 

a=k<;2+1), (3.11) 

where k is a constant. The coordinate freedom left on ~ is 
~ , = (K~ + L )/(K - L; ), K 2 + L 2 = I. There is still com-

w.o. Halford 131 



                                                                                                                                    

plete freedom in sand r. We can use part of this freedon in s, 
after making the substitution 

(; = tanz, 

to put the HKV in the form 

H = az + az + a(sas + rar)' (3.12) 

where a is a real constant. The freedom remaining on the 
coordinate s is s-Co(s + A ), A = A = e Qzt/J(z - z). 

The remaining equations (1.22), (1.24), (1.25), (1.28), 
and (1.30) lead to m as given below in (3.14), and 

A = eaz cos2z{(z - z), 

wherefis a function of(z - z) satisfying 

(1 + x 2)!,,' + (1 + 2x)f" - 2/' = mo. 

Here mo is a complex constant, x = tan(z - z), and the 
prime denotes differentiation with respect to x. On putting 
f'(x) = TJ(q), q = 4(1 + ix), this yields the solution 

TJ = TJ H - 4 mo, 

where 

TJH = C1F(a,{J,y,q) 

+ C2q i - YF(a - y + 1,/3 - Y + 1,2 - y,q), 

a = 2, (J = - 1, Y = 1 - 4 i, 
Ch C2 are arbitrary constants, and F is the hypergeometric 
function. There is no solution expressible in finite terms oth
er than the trivial one TJ H = 0. Thus 

f(x) = J TJH(X) dx + (N - ~moX), 
where N is a complex constant. 

The particular choice TJ H = 0 gives the metric 

! dr 2 = (r 2 + d 2) sec2(z - Z) dz dz 

+ [dr + i(dz dz - dz dZ)]K 

+ [Re[m/(r+id)] -1)K2, 

where K = ds + A sec2z dz + A sec2z dz, and 

A = eaz cos2z[N - 4 mo tan(z - z)], 

d = ( - i/4)(moeaz - moea~, 

where mo, N are arbitrary complex constants. Since..:::1 

(3.13) 

(3.14) 

= ide P, this metric is Petrov type II with twist, unless mo is 
zero when the space-time is flat. The HKV admitted is 
(3.12). In ({;,t,s,r) coordinates, this metric takes the form 
(1.19) with 

e- P ={;(+I, R'2'= -1, 

A = ({; 2 + It 1e - iaQ, [N -1 mo({; - ()({;( + lY'], 

m = moe - iaQ" Qo = Qo(i{;) (3.15) 

d = - (i/4)(moeiaQ, - moeiaQ,), 

where Qn (y) is the Legendre function ofthe second kind, 
and Qo(i{;) = 4 10g[(1 + i{;)/(l - i{;)]. The HKV now ad-
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mitted is 

H = ({; 2 + l)a; + «2 + l)a( + a(sas + rar)' (3.16) 

Case II (il): Ro = 1. 

It is not always possible to reduce (3.10) to a single 
form. We consider separately 

(A) aociO, bo = 0, (B) a o = 0, bociO, 

(C) aociO, bociO. 

Case II (i/)(A ): By means of a transformation 
{;-{;' = (ao/ao)ll2{; we can reduce a to the form 

a o = I a o I ({; 2 - 1). 

It turns out that there is no nonflat solution to Eqs. (1.22), 
(1.23), (1.24), (1.25), (1.28), and (1.30) in this case. 

Case II (iz)(B ): Now a = ibo{; and wecan absorb thecon
stant bo into the form of the HKV, and also eliminate T ((;,() 
by using some of the s-coordinate freedom, to obtain 

(3.17) 

Equations (1.22)-(1.25), (1.28), and (1.30) lead to m as given 
below in (3.20), and 

A={; 1 Wf(x), x={;(-I, (3.18) 

where 

f(x) = B-1 mo(l + iat1x-2 + J x-lG (x) dx. (3.19) 

Here B is a constant which can be made real by the transfor
mation s_s + J:/, where J:/ = a-1({; - ia + (iG) Im(B). The 
function G (x) is given by 

G (x) = kF( - 1, - 1 - ia, - 2, - x) 

+ IxlF(2,2 - ia,4, - x), 

valid for I x 1< 1, where k and I are arbitrary real constants 
and F is the hypergeometric function. 

There is no solution expressible in finite terms except 
the trivial one G = O. In this particular case we have the 
metric (1.19) with 

e-P={;(-l, R'2'=1, 

A-Ap 

= (; 1 '"[B -1 mo(l - ia)(l + a2Y'({;( - It2], 

m = mo{; "', (3.20) 

d = - 1 i(1 + a2)-'({;t - 1)-' 

X [(1 - ia)mo{; - ia - (l + ia)mo(iQ], 

where a,B,mo are constants, withmo complex and aciD. The 
space-time will be flat iff mo = 0; otherwise, Petrov type II 
with twist. The HKV admitted is (3.17). 

More generally, we should have A as in (3.18) and 
(3.19). 

Case II (ii)( C): In this case we can reduce the form (3.1 0) 
to a = I a o I ({; 2 + ibo{; - 1) by means of the transformation 
{;--+{;' = (ao/ao)'I2{;, where ao and bo are nonzero constants, 
bo real. If Im(au) #0, we can reduce a further by transform
ing bo to zero, and then we have Case II(ii)(A) with no non
flat solution. Otherwise, a o is a real nonzero constant, and we 
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have 

a = a o [(; + ~ iboY + (! b 6 - 1)]. 

(a) If bo = 2, we put {; + i = - (aQ2't l giving 
a = (aQ2")-l and we may use a coordinate transformation to 
put the HKV in the form 

H = az + a, + a(sa, + rar ). (3.21) 

(b) If bo > 2, putting z = arc tan[(; + !ibo)lk], where 
k 2 =! b G - 1, gives a = aok 2 sec'z, and we may take the 
HKV in the form (3.21) after absorbing the factor aok. 

(c) Ifbo < 2, puttingz = arc tan[(; + ibo)/(iM)], where 
M' = 1 - ! b 6, gives a = - aoM' sec'z, and we may take 
the HK V in the form 

H = i(az - az) + a(sa, + rar ), 

after absorbing the factor aoM. 

We treat each of these cases in turn. 

(3.22) 

Case II (ii)(C)(a): Equations (1.22)-(1.25), (1.2S), and 
(1.30) lead to the metric 

~dr' = a~x-2(r' + d ')dz dz + [dr + i(d, dz - d z dZ)]K 

+ II + Re [moeUZ(r + id tl ]JK', (3.23) 
where 

x = 1 + iao(z - Z) = X, 

K = ds + a o- I [eGJ(x)dz + ea7(x)dz], 

d = -! a o- 2X' [ea]'(x) + ear'(x) J. 
The functionfis given by 

f(x) = (Aaoa-' - 2iBaGa-J - ! moa6a-1)x-' 

+ (iAa-1 + 2Baoa-')x-1 + iBa-1 + Cx-'eiaxlu" (3.24) 

where a,aoA,B,C,mo are arbitrary constants, with a and a o 
nonzero real. The metric (3.23) is Petrov type II with twist, 
unless mo = 0 when the space-time is flat. The HKV ad
mitted is (3.21). 

Case II (i/)(C)(b): Equations (1.22)-(1.25), (1.2S), and 
(1.30) give 

m = moe QZ
, mo arbitrary complex constant, 

A =eazcos'zj(8), 8=z-z, 

where 

z = arc tan[(; +! ibo)lkj, 4k' = b~ - 4, bo> 2, 

and the functionf(O) is to be determined from 

k (k + ibo tanO)' 

X 12[(2k ' - ! iboka) tan'O - (2ak 2 + a + 2ibok) tanO 

- (2k ' + 2 - ! iboka)]f' + [(2ibok - ak' - a) tan'O 

+ (Sk' + 4 + iboka) tanO - (2ibok - ak ')]f" 

(3.25) 

for arbitrary bo (> 2), a (#0), and mo. Solutionsf(O) to 
(3.25), other than the flat-space one mo = 0,1 = const, have 
not been found. 

Case II (i/)(C)(c): The analysis is essentially the same as 
in Case lI(ii)(C)(b), with a similar conclusion. 
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B. R'2) # const 

We may proceed as in Sec. 2 to obtain R (') andp(;i) as 
in (2.3) and (2.4) respectively. Equation (1.29) gives 
a = - 2ao(; + ieo), where eo is a real constant. There is still 
enough coordinate freedom on {; to bring a into the form 
a = - 2ao{;, and we can use some s-coordinate freedom to 
transform the function T({;i) in (1.31) to zero. Equations 
(1.26) and (1.27) are satisfied identically. The remaining 
equations (1.22)-(1.25), (1.28), and (1.30) must be solved for 
the two possibilities ao = 0, ao#O. 

Case III (I): ao = O. 
We regain the metric (2.5), which admits not just one 

Killing vector, but three, so that this case is degenerate. 
Case III (iI): aoioO. 
After suitable allowed transformations, we obtain 
A = A{; 0, - laoc = 3ao + a, A real const, 
m = mo real const, d = O. 

This gi yes the metric 

dr' = 3r 2(; + [tJd{; d[ + 2drds + 2Adr({; cd{; + [c d[) 

+ 2(; + [+ mor-l)[ds + A ({;C d[; + [c d[W, 
(3.26) 

which admits K = as and the HKV 
H = 2({;a~ + tar;) - ao- I [(a + ao)sa, + (a - ao)rar ]. 

(3.27) 

The constants ao (#0), a (#0) and A are all real and arbi
trary, and either (A) cio - 3 (i.e., a#3ao) when mo = 0 in 
order to satisfy the field equations, or (8) c = - 3 (i.e., 
a = 3ao) when mo is real and arbitrary. In case (A), the met
ric is Petrov type III and twist-free. In case (8), it is twist-free 
and type II (mo io 0) or type III (mo = 0). 

4. SPACES ADMITTING K = a, + a[ AND AN HKV 

Elsewhere" we showed that the HKV in the presence of 
this K must be of the form, in ({;,t,u,v) coordinates, 

H = [;a, + [al; + (a + 1)uau + (a - 1)va,.. (4.1) 

From Eqs. (1.11)-(1.13) and their Killing counterparts, we 
obtain two possibilities: 

(i) a # - 1, n = ua/(u + I)g, f.1 = yu- 3h, 
(ii) a = - 1, n = y:f, f.1 = y 4r, 

(4.2) 
(4.3) 

where[; = x + iy,fandrare both functions ofu, andgandh 
are both functions of (y a + I u- l ). 

Case IV(I): Equations (1.15) and (1.I7) requireg = O. 
Field equation (1.5) is satisfied if either h = 0 (flat space solu
tion) ora = 3 and h is a constant which field equation (1.6) 
requires to be real. Then n = 0, f.1 is a real constant which 
can be transformed to I, and Eq. (l.I 6) gives..:l = O. All 
other conditions are satisfied, and so we obtain the Petro v 
type D, twist-free metric 

! dr' = v2 d{; d[ + dudv + v-1du" (4.4) 

which we recognize as the NUT metric [(6.2) of Paper I]. 
This case is therefore degenerate in the sense that the metric 
admits 

H = {;a, + tat + 4uau + 2va,. (4.5) 

andfour Killing vectors. 
Case IV (il): The remaining conditions (1.14), (1.15), 
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and (1.17) on nand p, are satisfied. The field equation (1.5) 
gives 

(2i + 3j)r + fr = 0, (4.6) 

which may be expressed in terms of a new complex function 
G (u) as follows: 

j= 2i/G, r= - ie GG3/8. (4.7) 

Introducing 
E(u)=if - 2ji. F(u)=iE +]E, (4.8) 

the field equations (1.6) and (1.7) become the ordinary dif
ferential equations 

41' - (3iF + 2lF)' = 1 E 12, 

4(r - F) = 3i(F + F) + 2(lF - tF). 
(4.9) 

(4.10) 

By substituting (4.7) into (4.8) and (4.9), we get a fifth order 
equation in the complex function G (u), subject to the con
straint (4.10). Apart from some obvious special solutions 
which represent flat space-time, I do not have any solutions 
in this case. 

5. CONCLUSION 

The number of non flat, expanding and/or twisting 
vacuum solutions of Einstein's field equations which admit 
one Killing vector and a homothetic Killing vector is small. 
In the foregoing sections we have obtained nine such me
trics, but two of these, namely, (2.5) and (4.4), are degenerate 
in the sense that they admit more than one Killing vector. 
The other seven are given at Eqs. (3.3), (3.5), (3.8), (3.14), 
(3.20), (3.23), and (3.26), all of which are Petrov type II with 
twist except (3.26), which is a Petrov type III hypersurface
orthogonal member of the Robinson-Trautman family7 

when rno = 0 and type II without twist otherwise. Except for 
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a special case of (3.3), all these seven metrics appear to be 
explicitly new. 

The list is not quite complete since only particular solu
tions to the field equations are given in Cases II(i) and 
II(ii)(B), and no(nonflat) solutions have been obtained in 
Cases II(ii)(C)(b), (c) and IV(ii). 

Apart from the intrinsic interest in metrics admitting 
homothetic motions, the technique of introducing this high
er-order symmetry into the space-time has again proved 
useful in finding vacuum solutions which admit Killing vec
tors. If one formally puts a = 0 in the solutions obtained in 
this paper, one may pull out algebraically special vacuum 
solutions which admit only isometries. The process works 
for (3.3), (3.5), (3.14), (3.20), and (3.26), but not for (3.8) and 
(3.23) on account of apparent singularities. Each solution 
thus obtained admits at least two Killing vectors. 
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I. Asymptotically Euclidean spaces 
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A new formulation for the study of the asymptotic structure of a gravitational field at 
spatial infinity is presented. First, the disadvantages of the existing formulations are 
identified in order to recognize the underlying causes and exclude them from the new 
formulation. It is concluded that neither conformal nor projective completion should be 
used. From a study of the Euclidean space we obtain a method of completion of a three
dimensional space (dY',g) with positive-definite metric g so that a two-dimensional 
boundary .!£' is attached to the space at infinity and a three-dimensional positive-definite C "" metric 
g exists near and on.!£'. The whole method is based on replacing the conformal transformation ofthe 
conformal completion by the relation fl - 2g'j - fl - 4gimginfl;mfl;n = gij - fmgnfllmflln . Thus the 
concept of asymptotic simplicity is defined. Then the additional conditions are determined for the 
space to be asymptotically Euclidean. The asymptotic symmetries and the uniqueness of the 
boundary are examined briefly. 

I. INTRODUCTION 

Let us consider a bounded source of gravity, e.g., our 
solar system, a binary neutron star, a globular cluster, a star 
undergoing gravitational collapse, etc., alone in the universe. 
In the framework of general relativity it seems reasonable to 
assume that inside or near the source the space-time is 
curved while as we go away from the source the curvature 
decreases so that at infinity we recover somehow our famil
iar Minkowskian geometry. To describe such a system (or 
more generally a system whose energy density decreases ap
propriately as we go to large affine distances from a central 
region) we introduce the concept of an asymptotically flat 
space-time. Naively perhaps, we picture as asymptotically 
flat a space-time whose metric approaches in some sense the 
Minkowskian metric as the affine distance from the region of 
large energy density becomes infinite. 

To make this concept precise we have to go to infinity. 
Hence, because of the Lorenzian signature of the metric 
there are three choices: We can go to infinity along null, 
spacelike, or timelike directions. Thus we can study (future 
or past) null infinity, spatial (or spacelike) infinity, and (fu
ture or past) timelike infinity. 

Modem studies of null infinity have been started essen
tially by Bondi, van der Burg, and Metzner,! Sachs,2 and 
Penrose, J while of spatial infinity by Amowit, Oeser, and 
Misner4 and Geroch. 5

•
6 Studies of timelike infinity, as well as 

attempts to unify the approaches to null and spatial infinity, 
have started relatively recently.7 Thus for null and spatial 
infinity there is a rich collection of results, particularly re
markable given the inherent difficulties of general relativity. 
However, comparing the existing formulations for null and 
spatial infinity we can definitely say that the formulation of 
null infinity is conceptually clearer, aesthetically nicer, and 
practically better than that of spatial infinity. Thus for null 

infinity a precise definition (a kind of "fine tuning") in tensor 
as well as coordinate language has been made possible, 8 

while for spatial infinity such a procedure seems impossible 
at this stage. This situation persists even after considerable 
improvements for spatial infinity by Ashtekar and Hansen9 

and Sommers. IO Can we do anything about this situation? It 
seems we can. In this and the subsequent paper we shall 
propose a "better" formulation of the asymptotic structure 
at spatial infinity. However, we have first to highlight the 
disadvantages of the existing formulations and state clearly 
the final objectives. This is done in the next section. The 
conclusion can be summarized as follows: A better formula
tion (i) should not be based on the idea of conformal comple
tion (for a three- or four-dimensional space) and (ii) should 
result in the definition of an unphysical metric which is C "" 
everywhere including the boundary of the space-time. In 
Sec. 3 we establish the new method for completing a three
dimensional manifold and introduce a generalized definition 
of asymptotic simplicity. In Sec. 4 we present some theorems 
and define rigorously the concept of asymptotically Euclid
ean space, that is a space with a positive-definite metric 
which approaches in an appropriate sense the Euclidean 
metric at infinity. In Sec. 5 we examine briefly the asymptot
ic symmetries of asymptotically Euclidean spaces and the 
question of uniquesness of the boundary. Finally, in Sec. 6 
we present some remarks and conclusions and we comment 
on future developments. 

In our notation Latin indices run from I to 3 while 
Greek indices from 0 to 3. A semicolon denotes covariant 
differentiation with respect to gij' while a vertical rule with 
respect to g ij' The special symbol ;;:; has been used instead of 
the equality symbol in equations which hold only on the 
boundary of the space. The symbol On denotes a quantity 
o (fl n). In a coordinate system (w,(J,q;) in which fl = w such 
a quantity is 0 (w n

) near w = 0, its derivatives with respect to 
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(J and qJ are also 0 «(Un), while its derivative with respect to (U 
is 0 «(Un I). 

2. FORMULATION OF THE PROBLEM 

To specify our objectives for spatial infinity we outline 
briefly the formulation of null infinity emphasizing those 
features which we would like to have in a formulation of 
spatial infinity. Then we present the existing formulations of 
spatial infinity in a way that underlines their deficiencies. 
This unfair presentation has the advantage of isolating the 
features which should be changed, if possible. It is expected 
that most of the physically meaningful results of the existing 
framework which are not mentioned here can be easily re
cast into the new formulation. 

The formulation of null infinity starts with the concept 
of asymptotic simplicity. 3,8 This concept guarantees the exis
tence of a boundary and defines from the physical space
time 11 (JI, g) the unphysical space-time (c4, g) with gl'v 
= flo 2 gl"" where flo is a scalar field andgl'v and flo areCoc 

on a neighborhood of the boundary f of JI. Further condi
tions specify the intrinsic structure of the boundary and how 
it is attached to the space-time. Thus we end up with an 
unphysical space-time having the following properties: 

(A) The boundary has dimension n - 1, where n is the 
dimension of the space (in the particular case of the physical 
space-time n = 4). 

(B) The unphysical metric is COO on an open neighbor
hood of the boundary. 

(C) On an open neighborhood of the boundary the un
physical metric is determined completely and uniquely from 
the physical metric and the scalar field fl and, vice versa, the 
physical metric can be determined completely and uniquely 
from the unphysical metric and fl. 

In general, if we are able to compactify a manifold in a 
way satisfying the above conditions we will say that we have 
attached a natural boundary to the manifold or that the 
manifold admits a natural boundary. As naive as they seem 
to be these three properties are the essential reasons for the 
superiority of the formulation of null infinity. And they are 
both obtained following an idea originated by PenroseJ

: 

Bring infinity "metrically" close by a conformal transforma
tion of the metric. The advantage resulting from the exis
tence of a natural boundary is essentially the possibility to 
study the geometry at infinity by applying local differential 
geometry on the boundary, since tensor fields on the mani
fold can be extended smoothly to the boundary. Thus the 
boundary serves simultaneously as a boundary of the space
time manifold, a space where asymptotic symmetries can be 
studied and a manifold in its own right where asymptotic 
fields register. The whole formulation is simple, elegant, and 
practical. 

For spatial infinity Geroch's formulation5
,6 of the 

Arnowitt-Deser-Misner approach' is based on the concept 
of asymptotically flat initial data sets and (again) Penrose's 
idea of conformal completion. We give here the basic formal 
definition in order to pinpoint the undesired features. In Sec. 
4 we will show that the new formulation satisfies the condi
tions of this definition. 
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Let Y be a three-dimensional spacelike hypersurface of 
the physical space-time with a smooth positive-definite 
metric q,,,, (the induced metric) and extrinsic curvature PI1'" 
The set (Y,ql'v'Pl'v) is an initial data set. It is asymptotically 
flat at spatial infinity if there exist a three-dimensional mani
fold Y with a preferred point A and positive-definite metric 
ikv' a scalar field flo and a diffeomorphism if; from ,CjF to 
Y - A (which identifies Y with Y - A ) such that: 

(i) At A, Y is C t, tll'V is Co, and flo is C2, while all are 
Cae onY -A. 

(ii) On ,r, tllll' = fl6 !bv' 
(iii) At A, flo = 0, Dl'flo = 0, ~, Dl' flo = 2t1l'l' 

(~, is the derivative operator with respect to til"')' 
(iv) The relations 

PI'V = lim flo Pill" 

fll'v = limfl (;- 112 (DI' D,.!]o - 2t/I'J, 
&tILl' = limflb12·in I'l' (in I'V is the Ricci tensor of til''') 

define direction-dependent tensors at A (i.e., tensors which 
depend on the unit tangent vector of the smooth curve we 
follow in going to A ). 

The first undesired features of this formulation to be 
noticed are its three-dimensional character, its dependence 
on the evolution of initial data sets, and all the inherent prob
lems which arise from them. To eliminate this problem Ash
tekar and Hansen9 have proposed an improved formulation 
along the same lines. Their key idea is to attach to the space
time (which is to be regarded as asymptotically flat) a single 
point i 0 at spatial infinity (as a replacement of all possible A ) 
and describe the asymptotic structure of the gravitational 
field in terms of the behavior of the various tensor fields at i 0. 

In particular they recast Geroch's definition in a four-di
mensionallanguage re.e!.acing essentially (Y,ql'v'Pl'v) by the 
physic~ space-time, (Y,tlI'Y'PI'J by the unphysical space
time (JI, g) and condition (i) by the following: 

(i') At I:"', 1 is C > I, gl'v is C >0 and fl is C 2, while all 
are C oc on jl _ i o. 

(C > n states essentially that the differential structure of 
the object is such that its derivatives of order n + 1 have 
direction-dependent limits at iO.) The condition (iv) is not 
needed. 

Although this formulation is a definite improvement 
(since it is four-dimensional in character and global prob
lems of evolution do not arise), it makes more acute the re
maining deficiencies of the original formulation: the awk
ward differential structure of the manifold and the metric at 
i 0, the dependence of tensor fields on the direction of ap
proach to in, the single-point spatial boundary (although the 
space is four-dimensional), the inability to set up at i O a co
ordinate system in which everything behaves nicely, the fact 
that all asymptotic properties of spatial infinity register at a 
single point, etc. To study further spatial infinity Geroch 
introduces a three-dimensional manifold Y G (consisting in 
his formulation of all "points" at spatial infinity) with an 
appropriate metric. Ashtekar and Hansen propose a suitable 
"blowing up" of i 0. Their result is a four-dimensional mani
fold called Spi constructed from various inextendible space-
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like curves "regular" at iO. But both these manifolds are 
somehow artificial and neither of them is a boundary surface 
of the space-time itself. Thus, e.g., it is meaningless to ask 
whether or not a curve of the physical space-time JI has an 
end point on Y G or Spi, or whether a tensor field defined on 
JI has a limit on Y G or Spi. 

The above raise many puzzling questions: Why do we 
have to worry about differentiability class, something which 
almost has no physical significance6? Is it reasonable to mod
el the space-time in such a way that going to infinity along 
different directions implies ending up at the same point? Is 
spatial infinity represented faithfully by a single point on the 
Penrose diagram l ? Is it reasonable to "shrink" spatial infin
ity to a point and then "blow" it up? Why are we restricted to 
consider only the structure of first and second order(metric 
and its first derivatives) at i~ The conclusion is inescapable: 
All these are inevitable results of the one-point compactifica
tion. The conformal completion shrinks spatial infinity too 
much. Ifwe want to avoid the previous undesiredfeatures, we 
have to abandon the method of conformal completion. 

The basic idea in Sommers' approachlo is to attach to an 
asymptotically flat space-time at spatial infinity a three-di
mensional boundary &' using projective rather than confor
mal completion. The boundary &' is assumed to be the unit 
timelike hyperboloid of the Minkowski metric. Instead of 
no a scalar field ~ on JI is used (~ is essentially the inverse 
of a spacelike distance) to define the ~-foliation, that is the 
family of timelike hypersurfaces ~ = const*O, with known 
intrinsic properties. This family suggests an intrinisic metric 
for the limiting case ~ = ° which represents &'. Attaching 
this surface &' to the manifold we have a new manifold 
J/ = Jlu&'. Finally, it is asked that the metric and the neg
ative of the extrinsic curvature of a ~ = const hypersurface 
tend in a continuous way to the metric of &' as ~~. 

This second approach (i.e., Sommers' formulation) 
does not have any of the deficiencies of the first approach 
(i.e., the Arnowitt-Deser-Misner-Geroch-Ashtekar-Han
sen formulation). No awkward differentiability require
ments are needed, no direction-dependent limits are to be 
taken. It has, however, another perhaps more serious defi
ciency: There is no four-dimensional metric on the boundary 
&'. Thus to study the physical fields near &' we have to 
decompose them into their tangential and normal compo
nents with respect to the ~-foliation and treat each compo
nent differently. A spacelike curve which defines a point p on 
&' is not spacelike or anything else at p simply because there 
is no 4-metric there. Thus we reach the following conclusion: 
The projective completion results in a 4-metric which diverges 
on the spatial boundary. If we want a metric regular every
where, we have to abandon the projective completion. 

In summary, the first approach seems to be more practi
cal (more fruitful) while the second more simple and elegant. 
Of the requirements for a natural boundary the first ap
proach satisfies completely (C), partially (B) (it gives a met
ric C >0 at iO), and violates (A). The second approach satis
fies completely (A) and (C) (withgl'v = ~ 2gl'v), but violates 
flagrantly (B). Is there any approach that will have the ad
vantages of both and none of their disadvantages? Is there 
any way of attaching a natural boundary to the space-time? 

137 J. Math. Phys., Vol. 21, No.1, January 1980 

The objective of this and the subsequent paperl2 is to provide 
such a framework. As an extra (and nonanticipated) bonus 
we get a "unified" formulation which applies to null as well 
:as to spatial infinity. Before, however, we start to formulate 
the new approach let us give two of the final results of this 
paper: The new unphysical metric for the three-dimensional 
Euclidean space is 

~ . [( 2) - 1 1 . 2(}] 
hij = dlag 1 - (JJ " sm (1) 

while for any three-dimensional t = const submanifold of 
the Schwarzschild space-time is (rs = 2Gmc - 2) 

g;j = diag [(1 - (JJ2 + rs (JJ3) - 1, 1, sin2
() ] (2) 

with (JJ = ° on the boundary. 

3. THE UNPHYSICAL METRIC 

In the previous section we have formulated the problem 
in a rather negative way: We specified what deficiencies the 
new formulation should not have. In this section we give a 
positive contribution: We specify how the new unphysical 
metric should be determined. To discover that "how" we 
have to be faithful to the old principle that in general relativ
ity "metric is the foundation of all." 

The fact that the awkward conditions in Geroch's for
mulation of the Arnowitt-Deser-Misner study appear from 
the beginning (that is, when we are dealing with asymptoti
,::ally flat initial data sets) shows that the bad behavior, is not 
-only a property of four-dimensional space-times with Lor
I~ntzian signature but also of the innocent three-dimensional 
:Euclidean space. Thus we set ourselves an apparently 
~;impler problem: Define the concept of an asymptotically 
}'=!,uclidean space. But even that seems difficult. So we consid
e::r as a first step an even simpler problem: Complete the 
three-dimensional Euclidean space with a natural boundary. 

In coordinates (r,(},rp ) the metric of E 3 gives the line 
dement 

(3) 

'~le consider as "infinity" whatever we reach by leaving 
r---+oo with () and rp constant. Let us bring this "infinity" 
c'lose at least in terms of coordinates. This is simple and can 
be done by a transformation of coordinates, e.g., 
p = r(r + 1) - 1 and () and rp unchanged. The whole space is 
n!ow mapped on the interior of the sphere O<p < 1. We con
s ider the surface p = 1 as representing infinity and denoted 
by .? A further transformation p' = 1 - P = (r + I) - 1 

stendsp = 1 (that is r = (0) top' = 0. Sincep' behaves as r -- 1 

near p' = 0, the simplest transformation which will bring 
infinity to (JJ = ° is (JJ = r - 1. From (3) we have the compo
n,~nts of the physical metric tensor in coordinates «(JJ,(},rp) 

h d · [ - 4 - 2 - 2 . 2(}] (4) ij = lag (JJ , (JJ , (JJ sm . 

It is clear that if we want to complete conformally this space 
we have to multiply hij by n ~, where no behaves as (JJ2 (or 
r'- 2) near (JJ = 0. Such an action will result in "excessive 
shrinking": While the area of a surface r = const tends ori
ginally to 00 as r_ 00, after a conformal completion will tend 
to zero. We can, however, set n = (JJ = r - 1 and define the 
co-nformal metric 
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(5) 

Thus we have "shrinked" the surface r = const but not too 
much: Its ~rea is constant and remains constant as r- 00 .1.1 

However, hij still diverges on.::t'. 
Equation (5) suggests two things. First, since every sur·· 

face fl = const*O has intrinsic metric diag [1, sin 2e], we 
should give somehow the same intrinsic metric to the bouncl
ary .::t' .14 Second, since fill diverges on .::t' while fi and fi . 
behave nicely there, we should find a way to treat ~~ "diffe~'
endy." Here we face the essential and perhaps the only diffi.
cult part of the problem, whether we deal with Euclidean 
space, Minkowskian space-time, or a general asymptotically 
flat space-time. How can we treat fill differently using onl'V 
tensor relations? To answer this question let us consider tl~l~ 
contravariant form of the conformal metric 

fi ij = il ··2 h 'j = diag[w2, 1, sin2e ]. (6) 

If h ij is the ,7ontravariant form of the unphysical metric we 
~ust have h 11*0 on .::t'. A change in the scale of w will give 
h II = 1. We observe now that the desired behavior of h ij 011 

.::t' can be obtained ifwe add 1 to Ii II only, that is if we writ(~ 
"' .. """ -.. ,.... ... 
hlj=h'l+h'mhjno~ o~. (7) 

But this relation can be easily written in tensor form as 

fi ij ~ h ij - him h jn il fl (8) 
1m In' 

We have determined h ij on .::t' but not on E 3. Obviously (~;;) 
can be written in the form 

fiij + Xij = hij - him h jn illm il ln , (91) 

where X ij ~ O. What is the best choice for X 'i? It appears 
that the answer to this question isXij = _fiimfijnil;m il;,. 
Thus (6) becomes 

hij_himhjnn il =fiij_fiimfijnn n (I'·) 1m In ~~;m ~~,n' , 

This is the relation which determines h ij from fi ij or h ij. Es
sentially it replaces the conformal transformation of the me t
ric in the conformal completion. Of course many other rela
tions have been tried. None of them exhibited the nice and 
fruitful properties of (1 0) which will become apparent in th:ls 
and the next paper. 

Before we proceed any further it is appropriate to give 
here the definition of asymptotic simplicity at spatial 
infinity. 

Definition: A pair (JY',g) of a three-dimensional mani
fold JY' (without boundary) with a positive-definite metric g 
is asymptotically simple (at spatial infi~ity) iff there exist: 

(a) A (three-dimensional) space JY' with a two-dimen
sional boundary .::t' (.::t' c ~ and a metric g positive defi
nite and C 00 on an open neighborhood U of .::t' 
(.::t'C UC~. 

(b) A Coo scalar field fl on U, positive on U - .::t' and 
zero on .::t', such that l5 

gA ij _ gA im gA jn il il = il - 2 g 'j _ n - 4 im jn n n 
1m In ." g g J";m J~,n . 

(11) 

Thus asymptotic simplicity is ~sentially a guarantee that the 
space JY' can be imbedded in JY' with a boundary .::t' in su ch 
a way that the first two conditions for .::t' being a natural 
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boundary are satisfied. As it will turn out in the next paper 
this definition serves its purpose for a locally Minkowskian 
space-time too, if we drop the term "positive-definite" and 
consider i, j,'" as taking values from 0 to 3. Furthermore, we 
will see that we can easily generalize this definition to cover 
null infinity by dropping from it the term "spatial infinity" 
while keeping (11) as it is. At present, however, we have to 
find a condition such that condition (C) for a natural bound
ary is satisfied. For this the following theorem will help us. 

Theorem 1: If an asymptotically simple space satisfies 
the conditions fl - 2 gij il,i fl J ~ t j illi fll) ~ 1, then in a 
coordinate system (w,e,cp) in which il = w we have 
(A,B = 2,3) 

tl=l-gtt, 

glA =gtA(l/gtl - 1), 

~B =rB +glA gtB [(l/gll - If - 1]. 

(12) 

(13) 

(14) 

Proof In coordinates (w,e,cp) with n = w we have fl. m 
= fl lm = 8~. Hence (11) becomes . 

(15) 

For i = j = 1 this gives a second degree algebraic equation 
with solutions t I = gil and gil = 1 - gil. The first is reject
ed because it does not satisfy the conditions fl - 2ij n.· fl .. 
A A" A ,I iJ 
= g'l illi ill) = 1. Thus we have only the second solution, 
that is (12). For i = I,j = A and i = A,j = B we have from 
(12) the other two relations (13) and (14). It should be noted 
that in this coordinate system we obtain i j from t j by simply 
interchanging gij and gij. 

An immediate consequence of this theorem is that if we 
want condition (C) for an asymptotically simple space to be 
satisfied, it is enough to assume that il- 2ij il., fl.. 

" A·· '" ' ;) = g'l flli ill) = 1. Thus we have the following theorem. 
Theorem 2. An asymptotically simple space which sat

isfies the conditions il - 2ij il;i fl J ~ t j ill' ill) ~ 1 admits 
a natural boundary. 

Before we define in the next section the concept of an 
asymptotically Euclidean space it is useful to summarize the 
essence of the proposed changes. The most important point 
is the replacement of the relation g'j = ilo 2 g'J (conformal 
completion) by the relation (11). They are both arbitrary and 
artificial relations in the sense that they have been invented 
by us to register at infinity information about the structure of 
the space-time. They are not suggested by the space-time 
itself. The best is that which is more convenient, more practi
cal, more useful. At spatial infinity this is relation (11), al
though gij = ilo 2 gij seems at first glance simpler. Finally, it 
should be noted that the behavior of il as r - I (instead of flo 
as r .. 2) could have been anticipated from Geroch's formula
tion of asymptotic flatness at spatial infinity. In that formu
lation il //2 appears too often to be pure coincidence. 

4. ASYMPTOTICALLY EUCLIDEAN SPACES 

The original, naive but basic idea for an asymptotically 
flat space is that somehow the metric approaches the flat 
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totic simplicity we should impose this boundary to the 
space. 16 

metric as we go further and further away from the source. 
Thus we expect that the asymptotic behavior ofthe metric is 
described somehow by (3)-(6). Perhaps the weaker condi
tion covering this case is that an asymptotically Euclidean 
space should admit a suitable completion with a natural 
boundary similar to the boundary !f of the Euclidean space. 
The model suggested for the latter in the previous section is a 
two-dimensional manifold isometric to the unit two sphere 
S2, a manifold on its own right. Thus in addition to asymp-

A definition ofa particular kind of space, e.g., offlat or 
asymptotically flat space, should be always given, if possible, 
in terms of tensor conditions as well as in terms of the exis
tence of a coordinate system in which the metric has a par
ticularly simple and useful form. The following theorem will 
help us to do so in the definition of an asymptotically Euclid
ean space. 

Theorem 3: For an asymptotically simple space the following conditions are equivalent: 
(a) The boundary !f is isometric to S2 and 

n - 2 -ij n n '" Aij n n ..... 1 g ;i ;j =g Ii Ii = . (16) 

(b) There exists a coordinate system ({J),f),qJ) in which on U (an open neighborhood of !f) we have n = (J), gl' = {J)2 + 0 3 
and (A,,u arbitrary functions of f), qJ) 

A [1 + A 2 +,ul sin - 2f) + 0 1 ,1+0, ,u + 0, J 
gij = A + 0, 1 + 0, 0, . 

,u + 0, 0, sin2
f) + 0, 

(17) 

(c) There exists a coordinate system ({J),f),qJ) in which on U we have n = (J), g" = (J)2 + 0 3, and 

[ 

1 + 0, - A + 0, -,u sin - 2f) + 0, J 
gij = - A + 0 1 1 + ,12 + 0, A,u sin - 2f) + 0, . 

-,u sin _. 2f) + 0, A,u sin - 2f) + 0, sin - 2f) +!!,2 sin - 2f) + 0, 

(d) There exists a coordinate system ((J),f),qJ) in which on U we have n = (J), gil = 1 + 0" and 

(18) 

_ [(J) - 2 + 0 - , A + 0, ,u + 0, J 
gij = A + 0 1 1 + 0, 0, . 

,u + 0, 0, sin2
f) + 0, 

(e) There exists a coordinate system ({J),f),qJ) in which on U we have n = {J),g" = I + 0" and 

(19) 

[ 

(J)2 + 0 3 - A{J)2 + 0 3 - ,u sin - 2f).{J)2 + 03J 

gli = - A{J)2 + 0 3 1 + 0, 0, . 

-,u sin - 2f).{J)2 + 0 3 0, sin - 2f) + 0, 

(20) 

Proof Let (a) be true. Then since the space is asymptotically simple and !f is isometric to S 2, there is a coordinate system 
((J),f),qJ) in which n = (J) and on an open neighborhood of !f 

[

K+Ol ,1+01 

gij = A + 0, 1 + 0, 

,u +0, 0, 

(21) 

From (16) we have gil ~ 1, (J) - 2g" ~ 1 which give K = 1 + A 2 + ,u2 sin - 2f) and gil = (J)2 + 0 3, Hence (a) implies (b). 
Inverting (17) we have (18). Hence (a) implies (c). From (12)-(14) we find (20). Hence (a) imples (e). Inverting (20) we find 
(19). Hence (a) implies (d). Thus (a) implies (b), (c), (d), (e). Let now (b) be true. Then!f is isometric toS2. From (17) we find 
gil = 1 + 0" which means that (16) is satisfied. Hence (b) implies (a) and consequently (c), (d), and (e). If (c) is true, then 
inverting (18) we obtain (17), etc. If (d) is true we obtain (20) and then use the relations (12)-(14). Thus we find (18), etc. 

We are now ready to define an asymptotically Euclidean space. 
Definition: A pair (JIt"',g) of a three-dimensional manifold JIt'" (without boundary) with a positive-definite metric g is 

asymptotically Euclidean iff it is asymptotically simple and satisfies one of the conditions (a)-(e) of the previous theorem. 

A word of caution should be added to the above defini
tion. As it is, the definition contains only the minimum 
requirements for a space to resemble asymptotically the Eu
clidean space. There is a rather small probability that use
fullness will suggest at a later stage the addition of other 
conditions which hold in Euclidean space, such as Rij = 0 
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near !f. However, in the case of a space-time with Lorent
zian signature it is quite possible that some additional condi
tions will be needed in order that certain physical quantities 
can be defined on the boundary. 

To familiarize ourselves with the new formulation and 
increase our confidence let us determinegij for a few well-
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known spaces which must be asymptotically Euclidean 
whatever the definition is. From (12)-(14) it is obvious that 
(in coordinates fl = OJ,e,cp) if gij is diagonal, then gij is also 
diagonal with gij = gU except gt I = 1 - gil. Thus for the Eu
clidean metric (3)-(6) we find (1). For the spatial metric 
(OJ = r - I, rs = 2Gmc - 2) 

gu = diag [(1 - rs OJ) - 1, OJ - 2, OJ - 2 sin2e ] (22) 

of the Schwarzschild space-time we find (2). For the spatial 
metric 

gij = diag[p2 .J - I OJ - 4, p2, OJ - 2 sin2e 

+ (I + rsOJ - Ip - 2 sin2e )a2 sin2e ] (23) 

of the Kerr space-time with p2 = OJ - 2 + a2 cos2e, 
.J = OJ - 2 - r,OJ - I + a 2 we find 

gij =diag[(I-p-2.JOJ2)-l, p2OJ2,sin2e 

+ (OJ 2 + rsOJp - 2 sin2e )a2 sin2e ]. (24) 

For the spatial metric 

gij = diag [OJ - 4e2(P - al, OJ - 2e2(P - al, OJ - 2 sin2e.e - 2a] (25) 

of the Weyl solution we find 

(26) 

It is obvious that all gij of (1), (2), (24), (26) are C '" at OJ = O. 
Finally, we observe that iffrom (19) we obtaingij = OJ - 2gij' 
transform it to coordinates (r,e,cp ) and then to coordinates 
(x,y,z) (with the usual transformation from spherical to Car
tesian coordinates) we find a metric of the form 
diag(l, 1, 1) + 0 1 ... 

17 So, after all, the original naive assump
tion was not wrong. 

Before we close this section it is useful to see if there is 
any relation between the new definition and Geroch's defini
tion of an asymptotically flat initial data set. In fact we can 
prove the following: 

Theorem 4: An asymptotically Euclidean space satisfies 
all Geroch's conditions which refer only to the intrinsic ge
ometry of the three-dimensional hypersurface Y. 

Proof The conformal factor for the conformal comple
tion is flo = fl2. Hence in coordiantes (OJ,e,cp) with fl = OJ 

we have the "conformal" metric of the conformal comple-
.,,- fl2 fl2- 2- df (19) bon qij = ogij = gij = OJ gij an rom 

[

1 + 0 1 O2 O2 ] 

ih = O2 OJ2 + 0 3 0 3 • 

O2 0 3 OJ2 sin2e + 0 3 

(27) 

Obviously q ij is COat A (that is for OJ = 0) and flo is C 2. 

Hence condition (i) (Sec. 2) is satisfied. Note, however, that 
qll,1 = 0 0 which depends on e and cp at OJ = O. Hence qij is 
not C latA. Also flo = OJ2 = o and D; flo = 2OJ8) = 0 atA. 
Calculating the Christoffel symbols we find j'1 ij = 0 0 and 

i5, f5,flo - 2qu = - 2OJj'lij = 0 

at A. Hence condition (iii) is satisfied. Further calculations 
show that flij and Rij of condition (iv) are direction-depen
dent tensors at A. The condition on the extrinsic curvature 
cannot be checked since it does not refer only to the intrinsic 
geometry of Y. Note that we have also proved condition (i') 
of Ashtekar and Hansen that qu is C > 0 at A. 
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5. ASYMPTOTIC SYMMETRIES AND UNIQUENESS 

In this section we consider two somehow related prob
lems which arise naturally for any asymptotically flat space. 
The first refers to the group of transformations which leave 
the asymptotic behavior of the space unchanged. This group 
is intimately related to the physical quantities which register 
on the boundary and are conserved in some sense in the four
dimensional case. The second refers to the uniqueness of the 
boundary. It is important to know to what extent the bound
ary is determined by the space (JY',g), since otherwise we 
cannot know whether our statements express properties of 
(JY',g) or of the procedure in constructing the boundary. 

The group of asymptotic symmetries can be defined as 
the group of coordinate transformations which preserve the 
asymptotic form of the physical metric. From (19) the 
asymptotic form of the physical metric gij = fl - 2gij is 

glj = 0 2 OJ 2 + 0 
[

OJ 4+0 1 0. 2 

o 0 I 

~: J 
OJ . 2 sin2e + 0 I 

(28) 

Assuming a transformation (OJ,e,cp)-(OJ',e ',cp') of the form 

OJ = OJ I OJ' + O2 , 

e = eo + elOJ' + O2 , 

cp = CPo + CPI OJ' + O2 , 

(29) 

(30) 

(31) 

where eo, CPo, OJ I , el , CPI' etc., are functions ofe and cp, we 
calculate the physical metric gij in coordinates (OJ' ,e ' ,cp'), 
Demanding that each component of gij starts with the same 
term or power of OJ' as the corresponding component of gij 
we find that the transformation (29)-(31) should satisfy the 
conditionsl8

•
19 

_0_ + __ 0 sin2eo = 1, ( 
ae )2 (acp )2 
ae' ae' 

(32) 

(33) 

(34) 

and OJ I = 1 (we have assumed that on JY' we have OJ> 0 and 
OJ' > 0). Hence the group of asymptotic symmetries is the 
group which leaves the intrinsic metric de 2 + sin2e dcp 2 of 
!L" unchanged. 

The meaning of the term "unique boundary"6 is not yet 
settled in the literature, since a definition of uniqueness alone 
is not enough: It should be accompanied by a theorem which 
will establish its usefulness, To compare two boundaries!L" I 
and !L" 2 corresponding to conformal factors fll and fl2 we 
require first tha! they refer to the same asymptotic region20 

by askin~ that UI nU2 nJf'=I=0 for arbitrary neighborhoods 
U I and U2 of !L" I and!L" 2' respectively. Next we ask wheth
er or not the conformal metric on the boundary depends on 
the conformal factor we have chosen. In Geroch's formula
tion the values of q ij at A do not depend on the choice of flo, 
as it is obvious from (27). This is not true, however, for gij of 
(17), because of A and J.l which carry information hidden in 
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the higher orders of gif. Nevertheless, there are two encour
aging points. First, for the transformation (29)-(3 I) we 
found WI = I. Thus wand w' or il and il I are equal to first 
order. Second, the formulation contains the relations (16) 
which limit the scale of il (they act as gauge conditions). In 
any case it would be very useful to prove that n 1 and il2 give 
compatible asymptotes in the sense ofGeroch6 and that com
patible asymptotes are equivalent. 

6. CONCLUSIONS 

The contribution of this paper can be summarized in 
one phrase as follows: We have determined from g if and il a 
unique metric gij which carries all the information of gij and 
is C x on a neighborhood of a two-dimensional boundary 
attached to the space itself. It is obvious that this formula
tion does not have the disadvantages of the other formula
tions, although it appears to have the right strength (i.e., it 
covers as many spaces as it should be covering) as the specific 
examples [Eqs. (1), (2), (24), (26)] and Theorem 4 show. We 
are free to exploit the C'" structure of ~ and gij at infinity. 
Explicit calculations can be carried out on 2". To study the 
gravitational field itself we can use gij or g;j or gu' Every 
direction-dependent field at A appears to become a smooth 
tensor field on 2". Thus a (static) electric field E; after multi
plication by the appropriate power of il will register as a 
tensor field on 2" and its surface integral will give the total 
charge of the space. Furthermore, the smoothness on 2" will 
probably facilitate a definition of multipole moments for a 
gravitational field with no Killing vectors.21 Higher dimen
sional asymptotically Euclidean spaces can be studied along 
the same lines. 

Other advantages of this formulation will become clear
er in the next paper. These include an automatic unification 
of the formulations at null and spatial infinity, a possibility 
of extending this procedure to timelike infinity, etc. In the 
case of a four-dimensional space-time the real problem will 
be to determine the additional conditions needed on the 
boundary. Quite probably conditions of the form R/-l v = 0 or 
R/, " = 0" will not be appropriate and some delicate require
ments will be needed on the Weyl tensor. In that respect the 
results and the experience gained from the other formula
tions will be extremely useful. 

Does the formulation presented here have any new dis
advantages? It appears it has only one. Because ofthe nonlin
ear (although algebraic) relation (11) betweengij andg;j dif
ferential equations on (JY',g) cannot be transformed easily to 
differential equations on (~,g). Even the zero order terms of 
g'j on Y [Eqs. (17) and (18)] are complicated and this is 
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expected to make the calculations difficult. Is there any 
chance that a physical condition will simplify the situation 
implying, e.g., A = J.l = O? In any case the new difficulties 
are only calculational and require some extra effort from us. 
It seems that at spatial infinity we have to put more effort 
than at null infinity to discover physically less important 
quantities. 
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A new formulation is established for the study of the asymptotic structure at spatial infinity of 
asymptotically Minkowskian space-times. First, the concept of an asymptotically simple space
time at spatial infinity is defined. This is a (physical) space-time (vII ,g) which can be imbedded in 
an unphysical space-time (.ff,g) with a boundary Y', a C x metric g and a C x scalar field fl such 
that fl = ° on Y fl > ° on ,2-' - Y and /;I" + /;Idg"'Pfl fl = fl-2g l 11' +. fl-4g I'Ag 'Pfl fl on , , 5 5 IA I" ;A .p 

. J(. Then an almost asymptotically flat space-time (AAFS) is defined as an asymptotically simple 
space-time for which Y is isometric to the unit timelike hyperboloid and g I"'fl I}. fli' 
= [l-4glll'fl;'lal' = -Ion ,Yo Equivalent definitions are given in terms of the existence of 

coordinate systems in which gill' or gill' have simple explicitly given forms. The group of 
asymptotic symmetries of {ell ,g) is studied and is found to be isomorphic to the Lorentz group. 
The asymptotic behavior of an AAFS is studied. It is proven that the conformal metric 
- - fl2 . C- - ° [l-!C- Altf"'[l - ° [l-2C fl [l -- ° (' 

gill' - gill' gIves AIIf'V - , ;1' -, AI'I",J~.'I ." - on ,'/. 

1. INTRODUCTION 
In a previous paper! (referred hereafter as Paper I) we 

presented the reasons supporting the need for a new formu
lation to study the asymptotic structure of the gravitational 
field at spatial infinity. We also introduced a method for 
solving the problem, and we applied that method in the case 
of a three-dimensional asymptotically Euclidean space. In 
this paper we set up the formalism for studying the structure 
at spatial infinity for a four-dimensional space-time. 

The whole problem can be summarized as follows: An 
"isolated" material system, e.g., a binary neutron star, is 
modeled in general relativity, or any other metric theory of 
gravity, by a space-time2 (1,g), whose metric approaches 
in an "appropriate sense" the Minkowskian metric or whose 
Riemann tensor tends to zero as the affine distance from the 
source becomes infinite. In particular, at infinite spacelike 
distance from the source we have "spatial infinity." To study 
spatial infinity, we apply a prescription that has been very 
successful for null infinity: We attempt to bring spatial infin
ity somehow close and then create a structure (differential or 
otherwise) that will enable us to apply well-known tech
niques oflocal geometry. 

Ashtekar and Hansen3 have used the method of confor
mal completion to bring infinity metrically close and then 
added additional structure. Their method is a four-dimen
sional formulation of Geroch's4.5 version of the Arnowitt
Deser-Misner6 approach. According to this method spatial 
infinity is brought metrically close by a conformal transfor
mation of the physical metric and is represented by a single 
point t'l. This point is attached to the space-time and serves 
as its spatial boundary. The formal definition of Ashtekar 
and Hansen which will be used for comparison in Sec. 5 is as 
follows'\ 7: A space-time C.II ,g) is asymptotically flat at spa-

tial infinity if there exists a space-time (,ff ,g) with 
,ff = ,lful<l, where [<l is a single point (spacelike related to all 
points of 1), an imbedding...9f ..II into ,ff (by which 1 is 
identified with its image in ,$) and a scalar field [lo on ,$ 
satisfying the following conditions: 

(i) On ,It ,j}o:> 0 and g,lv = [l6 gp, 
(ii) At /1, ,4 is C > I, gill is C,O and [lo is C 2

, while all 
are C if on ..1(, 

(iii) At f"\ [lo = 0, V,t[lo = 0, and VI'Vvflo = 2gl'v' 
The advantage of this formulation over Geroch's ver

sion is that it is four-dimensional in spirit (it does not refer to 
initial-value and evolution problems). Furthermore, it does 
not need additional conditions on the metric and the Weyl 
tensor to ensure finiteness of the 4-momentum, It preserves, 
however, some highly undesired features, all unescapable 
consequences of the fact that spatial infinity is represented 
by a single point: These features appear in the definition as 
the awkward differentiability conditions (ii), lead inevitably 
to the use of direction-dependent tensors, and impose limita
tions on the order of asymptotic structure we can study . 

The key idea in Sommers' formulation 8 is to attach to 
the space-time an appropriate boundary 9 using projective 
rather than conformal completion, The boundary is con
structed from Minkowski's space-time as the set of all "end 
points" of (equivalence classes of) spacelike curves. His for
mal definition can be stated as follows: 

A space-time (c.1f ,g) is asymptotically flat iff there exist 
a manifold, 71 with a boundary .vJ and,7I = j(u9 and a 
scalar field L on an open neighborhood fJ of 9 satisfying the 
following conditions: 

(i) yJ! is equipped with a metric h such that (9, b) is 
isometric with the unit timelike hyperboloid in Minkowski's 
space-time. 
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(ii) .I = 0 on 9 and.I > 0 on fj - 9. 
(iii) If h{lv is the induced metric and P{lV the extrinsic 

curvature9 of a hypersurface .I = const i= 0 (a leaf of the .2'
foliation) then.I 2h{l1(, and .IP{lv have continuous extensions 
to 9 equal both to h{lv' 

(iv) The curves orthogonal to the hypersurfaces 
.I = const (the .I-foliation) are the restrictions of a congru
ence on fj which meets 9 transversely. 

(v) If E{lv and B{lv are the "electric" and "magnetic" 
parts ofthe Weyl tensor with respect to the hypersurfaces 
.I = const,.I-1E{lv, and.I-1B{lv admit smooth limits on 9. 

The advantages of this formulation with respect to that 
of Ashtekar and Hansen are mainly two. First, there are no 
awkward differentiability conditions, no direction-depen
dent tensors. Second, the boundary of the space-time is 
three-dimensional and the limits of fields on the space-time 
become, if they exist, ordinary tensor fields on 9. However, 
a new essential disadvantage appears: There is no four metric 
on 9. Thus, there is no sense of "distance" near 9, tensor 
fields have to be decomposed to tangential and normal com
ponents with respect to the .I-foliation, etc. Another impor
tant disadvantage is that there is no way to determine the 
order of tensor fields from the metric near 9. This is mani
fested by the necessity to include condition (v) in the above 
definition in order that 4-momentum can be defined. 

The Ashtekar-Hansen formulation appears to lead to 
more practical results while the Sommers formulation seems 
to be more simple and elegant. Both need an additional con
dition (that.I -2B{lv admits a limit on the boundary) in order 
that angular momentum can be defined. None of them leads 
to a natural definition of asymptotic symmetries. In the Ash
tekar-Hansen formulation a "blowing up" of P is necessary 
to obtain a four-dimensional manifold called Spi on which 
the group of asymptotic symmetries is defined. In Sommers' 
formulation the whole concept of asymptotic symmetries 
appears nonapplicable at least in its present form. None of 
these formulations seems to lead to a satisfactory unified 
formulation for spatial, null, and timelike infinity (although 
Ashtekar and Hansen3 have presented a "unified" version 
for null and spatial infinity). All the above remarks suggest 
that we ask for a new formulation which will incorporate the 
advantages of the previous formulations, will be free from 
their disadvantages and will have, if possible, other desirable 
features. The objective of this paper is to introduce such a 
formulation for the study of spatial infinity in the four-di
mensional case. 

In Paper I we introduced the new method for a three
dimensional asymptotically Euclidean space. Conformal 
completion or projective completion should not be em
ployed in the new formulation. The basic requirement is that 
the space admits a natural boundary. For a space-time 
(JI ,g) this requirement can be described roughly as follows: 
There is an "unphysical" space-time (Jr,g) with boundary 
Y such that Jr = JluY and the following conditions are 
satisfied: 

A. Y is three dimensional. 
B. The unphysical metric g is C <X> on an open neighbor

hood (; of Y. 
C. On (; the unphysical metric g is determined uniquely 
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from the physical metric g and a scalar field n and vice versa. 
The four-dimensional case can be apparently formulat

ed in two different approaches: A first approach can be based 
on the concept of a three-dimensional asymptotically 
Euclidean manifold (defined in Paper I) and consider the 
space-time as a family of such spacelike 3-surfaces as Ge
roch's approach considers the space-time as a family of 
asymptotically flat initial data sets. A second approach can 
use only the underlying features and the methodology em
ployed in Paper I and consider the space-time as a four
dimensional manifold right from the beginning. Obviously 
the second approach has many advantages and will be fol
lowed in this paper. The strategy that will be followed in 
order to arrive at a definition of asymptotic flatness at spatial 
infinity is similar to the one followed for null infinity. 10 It 
consists essentially offour successive steps which impose on 
the space-time additional structure with a reasonable order. 
In the first step we demand the existence of an appropriate 
space-time with a boundary, a metric regular on the bound
ary, and its interior representing the original space-time. In 
the second step we specify the intrinsic structure of the 
boundary. In the third step we determine the conditions 
needed for a "smooth fastening" of the boundary to the 
space-time. Finally, in the fourth step we determine other 
"physical" conditions needed for the space-time to have rich 
enough and physically interesting structure. In the first two 
steps only the "geometrical" fields are involved. These are 
the fields that provide a "background" or "asymptotic" ge
ometry for the manifold and have no direct physical signifi
cance. In the third step the physical fields enter and domi
nate the fourth step. These fields register at infinity 
information about the interior of the space-time. In this pa
per we examine the geometrical fields and some immediate 
consequences of the formulation on the physical fields. The 
later as well as the physical quantities they define will be 
examined in a subsequent paper. 

Before we proceed to the presentation of the details of 
the new formulation is seems useful to present briefly its 
main results and advantages. The new formulation is based 
on Penrose's idea of asymptotic simplicityJo.ll appropriately 
modified (Sec. 2). Adding some boundary conditions we 
have in Sec. 3 the concept of an almost asymptotically flat (at 
spatial infinity) space-time. This is a space-time (JI,g) 
whose corresponding unphysical space-time (Jr ,g) has a 
boundary Y isometric to the unit timelike hyperboloid and 
a C <X> 4-metric g on Y. This structure suffices for the study 
of the asymptotic symmetries in Sec. 4. In Sec. 5 we study 
some properties of almost asymptotically flat space-times 
and sketch a definition of asymptotically flat space-times (at 
spatial infinity). Some concluding remarks and future prob
lems are presented in Sec. 6. 

The advantages of the present formulation are obvious 
and numerous. It contains no awkward differentiability con
ditions, no direction-dependent tensors, no intricate limiting 
procedures. The boundary Y is suggested by the space-time 
(not by any arbitrary construction) and is a real boundary of 
the space-time itself as oF is at null infinity. Tensor fields on 
JI induce tensor fields on Y. On an open neighborhood (; 
of Y there is a C <X> 4-metric g, which induces an invertible 
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metric on Y, that of the unit timelike hyperboloid. Local 
differential geometry can be used on Y as on any other regu
lar subspace of ~. The group of asymptotic symmetries 
emerges naturally and easily from the asymptotic structure 
with no additional construction. As it turns out this is the 
Lorentz group. The order of tensor fields near Y is easily 
obtained. No regularity or other additional condition on the 
physical fields (e.g., on E"v' B"v' CA"pv, etc.) is needed to 
imply existence of the ADM 4-momentum (this is not so for 
the angular momentum). Most of the asymptotic behavior of 
these fields is a consequence of the smoothness of the unphy
sical metric. Further and unexpected advantages emerge: A 
unified framework for null and spatial infinity is already es
tablished in this paper. The whole method appears to be ex
tendable to timelike infinity with minor modifications. The 
possibility of a unified treatment of spatial, null, and timelike 
infinity is now in sight. The smoothness and universality of 
the whole formulation open the possibility of finding stron
ger evidence for the interpretation of the physical quantities. 
Perhaps the most important of all it appears that we can 
solve now problems which could not have been attacked 
before. 

In our notation Greek indices..t, /1, v, etc., take values 
0,1,2,3 while Latin indices i,j, k, etc, take values 0,2,3. Co
variant derivatives with respect to the physical metric are 
denoted by V" ' with respect to the conformal metric by V" 
or a semicolon and with respect to the unphysical metric by 
V" or a vertical rule. A quantity tJI is said5 to vanish asymp
totically to order n or is of order n near Y iff fJ - n tJI admits a 
smooth extension to Y. We assume also that in a coordinate 
system X, w, (), (jJ in which fJ = w the order of atJI laX, 
atJI la(), atJI la(jJ is n (the same as that of tJI) while the order of 
atJI law is n -1. This will be denoted by tJI = On' Finally the 
symbol ~ will be used instead of the equality symbol to 
denote tensor relations which hold only on the boundary of 
the space-time. 

2. ASYMPTOTICALLY SIMPLE SPACE-TIMES 

It is obvious that the key element in the new formula
tion is the relation which will determine the unphysical met
ricgtlV from the physical metricg"v' To discover this relation 
we work as in the three-dimensional case of Paper I. 

In coordinates t, r, (), (jJ the physical metric of the Min
kowski space-time is (c = 1) 

diag[l, - 1, - r, - rsin2()]. (1) 

Since we want to study spatial infinity, it is reasonable to use 
as a coordinate the space like distance y = (r - t 2) 1;2 from 
the origin. To reach spatial infinity, we let y increase with 
I t I < r. For that region of the space-time we can set 

t = ysinhx, r = ycoshX. (2) 

Thus we have a transformation (t, r, (), (jJ )---+(X, y, (), (jJ). With 
y---+oo, while X, (), (jJ remain constant, we reach spatial infin
ity. Ifwe setw = yl, we have from (1) the physical metricin 
coordinates X, w, (), (jJ 

h"v = diag[w-2, - w-4, - cosh2X·w-2, - cosh2x·sin2().w-2]. 
(3) 

Obviously a simple multiplication by a scalar field (confor-
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mal completion) will not produce a regular metric at w = O. 
Nevertheless, let fJ be a scalar field such that in coordinates 
X, w, (), (jJ we have fJ = w. Then the conformal metric defined 
by th~ relation g"v = fJ 2g"v is in coordinates X, w, e, (jJ 

h"v = diag[l, - w-2
, - cosh2X, - cosh2xsin2()]. (4) 

Its contravariant form is 
ii"v = diag[l, - w2, - cosh-2X, - cosh-2xsin-2()]. (5) 

The situation is similar to that in Paper I. Equation (5) sug
gests the following: To find a "nonsingular at w = 0" metric, 
we have to change somehow ii II(and only that) to zero order 
in w. This can be done if we add -1 to ii II only, that is if we 
write 

(6) 

where h /LV is the (contravariant form of the) unphysical met
ric we seek to determine. The previous relation can be writ
ten in tensor form as 

h "V + h "Ah vPfJ fJ - ii "V (7) IA Ip - , 

Although this relation is designed to hold only for w = 0, we 
can arbitrarily generalize it to hold near w = 0 adding at the 
same time any term which vanishes for w = O. After several 
attempts the best choice appears to be the relation 

h"v + h"AhvPfJlAfJlp = ii"" + ii"AiivPfJ;AfJ;p' (8) 

This is the key relation of the whole formulation. It deter
mines g/LV from g"v and fJ. It is reasonable but essentially 
arbitrary as the conformal transformation is in the method 
of conformal completion. Using (8), we can define asymptot
ic simplicity 12 as follows: 

Definition: A space-time (J1 ,g) is asymptotically simple 
iff there exist: 

(a) a space (~,g) with a nonempty boundary 
:?lJ(:?lJ C~) and a metric gwhich is C no on some open neigh
borhood U of :?lJ(:?lJ C U), 

(b) a diffeomorphismf U---+ U - :?lJ from an open subset 
UofJ1to U-B 

(c) a C no scalar field 13 fJ on U, positive on U - :?lJ and 
zero on :?lJ, such that 

~v + ~AgVPfJIA fJlp = fJ -2g"v + fJ -4g"AgvPfJ;A fJ;p' (9) 

The first and more important consequence of the above 
definition is that an asymptotically simple space-time can be 
imbedded in a space-time ~ with a boundary :?lJ which 
satisfies condition B of Sec. 1 for being a natural boundary, 
Another far reaching consequence of the above definition is 
given by the following theorem: 

Theorem 1: For an asymptotically simple space-time 
the following hold: 

(a) If on some part ff of :?lJ 

fJ -2g"vfJ;"fJ;v ~ -1, ~vfJl"fJlv = 0, (10) 

then on some open neighborhood of ./1/ we have 

gil' =/t'v, (11) 

(b) If on some part Y of :?lJ 

fJ -2iY1"'fJ fJ ~ -1 /;IWfJ fJ A. 1 
l5 ;,,;v ,l5 I" Iv = - , (12) 

S. Persides 144 



                                                                                                                                    

then on some open neighborhood of Y we have in a coordi
nate system xP- with fl = Xl (i,j = 0,2,3) 

gil = _ 1 - gil, (13) 
gil =gil( _ l/gll - 1), (14) 
gj = gij + gilgjl [1 - (1/gl1 + 1)2]. (15) 
Proof It is enough to show (11) and (13)-(15) in a co-

ordinate system x P- with n = x I. In such a system 
n;p- = n

lll 
= op- I and (8) or (9) gives 

§"V + §"Ir = g'lV + j"lgVI. (16) 

For f.L = v = 1 we have a second degree algebraic equation 
which gives two solutions gil = t I and gIl = -1 - t I. If 
we assume (10), then gil ~ 0 and gil = O. Hence we have to 
take the solution gIl = gil. Then (16) gives gl = gil and 
gij = gij. Hence in this case§,," = j"Vthat is (11). Ifweassume 
(12), then gIl ~ 0, gil ~ -1 and we have to take the solu
tion t I = -1 - gIl. Then for f.L = i, v = 1, and f.L = i, 
v = j, (16) gives Eqs. (14) and (15) respectively. It should be 
noted that in this coordinate systemgp-v is expressed in terms 
of gp-v by the relations obtained from (11) and (13)-(15) after 
interchanging gp-v and gp-v' 

Since the relations (10) specify the part of fg that is null 
infinity 10 and the relations (12) specify the part of fg which 
will be called spatial infinity, we have already a unifiedfor
mulation for null and spatial infinity: The general definition 
of asymptotic simplicity is that given above. In the case of 
null infinity the relations (10) and (11) hold and the defini
tio .. of asymptotic simplicity is equivalent to that given for 
null infinity. 10 To obtain the formulation for spatial infinity, 
we will adopt in Sec. 3 the relations (12) and (13)-(15). 

Another consequence of the previous theorem is that an 
asymptotically simple space-time which satisfies the condi
tions (12) admits a boundary which fulfills the requirements 
Band C (Sec. 1) for being a natural boundary. Thus only 
requirement A remains to be satisfied. 

The unphysical metric for the Minkowski space-time 
(at spatial infinity) can be obtained easily from (5) and (13)
(15). We find 

liP-v = diag[I, - 1 + (J)2, - cosh2X, - cosh2xsin2e] (17) 
I 

and 

Ii v = diag[I, ( - 1 + (J)2)-1, - cosh-2X, - cosh-2xsin-2e]. 
p- (18) 

Obviously Ii v and liP-v are C oc on the boundary Y (repre
sented by (J) ~ 0) and induce on Y the metric of the unit 
timelike hyperboloid. This fact will be used in the next sec
tion. Note that the coordinates X, e, cp can take any values in 
the intervals - 00 <X < + 00, o<,e<, rr, 0<,cp<,2rr (cp = 0 is 
identified with cp = 2rr). This will be implicitly assumed 
throughout this paper. 

3. ALMOST ASYMPTOTICALLY FLAT SPACE-TIMES 

The concept of asymptotic flatness is introduced in or
der to capture the idea that the space-time of an isolated and 
bounded source behaves as the Minkowskian space-time as 
we go further and further away from the source, that is, as we 
go to infinity. Since the Minkowski space-time is asymptoti
cally simple, it is reasonable to postulate as the first require
ment for asymptotic flatness that of asymptotic simplicity. 
This condition guarantees the existence of a boundary at 
infinity and a 4-metric on the boundary. The next step is to 
specify the intrinsic geometry of the boundary. Again Min
kowski's spacetime serves as a guide. It has been found in the 
previous section that its boundary is isometric to the unit 
timelike hyperboloid. Thus it is reasonable again to ask that 
an asymptotically flat space-time has a boundary isometric 
to the unit timelike hyperboloid (or to the boundary of Min
kowski's space-time). 

For practical as well as aesthetic reasons it is always 
preferable to give a definition of a particular kind of space in 
terms oftensor relations as well as in terms of the existence of 
a coordinate system in which the metric obtains a simple and 
useful form. Thus we seek a theorem which will establish the 
equivalence of tensor relations (i.e., relations independent of 
the coordinate system) to the existence of one or more (gen
erally a class of) coordinate systems. Such a theorem, which 
is very similar to the corresponding theorem for the three
dimensional case of Paper I, is the following: 

Theorem 2: For an asymptotically simple space-time the following conditions are equivalent: 

(a) A part Y of the boundary !!lJ is isometric to the unit timelike hyperboloid and on Y the conditions (12) hold. 

(b) There exists a coordinate system 14 (t, (J), e, cp) in which on an open neighborhood U of a part Y of the boundary !!lJ we 
have n = (J), gIl = - (J)2 + 0 3 and 

[

1 +01 a + 0 1 

~ a + 0 1 p+ 0 1 

gp-v = 0
1 

y+OI 

0 1 0+01 

0 1 

y+OI 

- cosh2X + 0 1 

with a, y, 0 arbitrary functions of X, e, cp and 

p = a 2 - rcosh-2X - 0 2cosh-2xsin-2e - 1. 

(19) 

(20) 

(c) There exists a coordinate system (t, (J), e, cp) in which on Uwe haven = (J),gll = - 0)2 + 0 3 and (a,p, y, 0 as before) 

[ 

1 - a 2 + 0, a + 0, aycosh-2x + 0, a8cosh-2xsin-2e + 0, 
A , a + 0, - 1 + 0, - ycosh-2X + 0, - 8cosh-2xsin-2e + 0, 
f' = aycosh-2X + 0, - ycosh-2X + 0, ( - 1 - ycosh-2X )cosh-2X + 0, - y8 cosh-4X sin-2e + 0, 

a8cosh-2xsin-2e + 0, - 8cosh-2xsin-2e + 0, - y8cosh-"xsin-2e + 0, ( - 1 - 8 2cosh-2xsin-2e )cosh-2xsin-2e + 0, J 
(21) 
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(d) There exists a coordinate system (X, w, e, qJ) in which n = w, t) = - 1 + 0) and 

[

I + 0) a + 0) 0) 0) 1 
_ a + 0) - w-2 + 0_) Y + 0) {) + 0 1 

gllv = 0 Y + 0) - cosh2X + 0) 0 

0: {) + 0) 0 1 - cosh2xs:n2e + 0 1 

(22) 

(e) There exists a coordinate system (X, w, e, qJ) in which n = w, gil = - I + 0 1, and 

[ 

1 + 0 1 aw
2 

+ 0 3 0 1 0 1 J 
g'v = aw2 + 0 3 - w2 + 0 3 - ycosh-2X·w2 + 0 3 - 8cosh-2xsin-2e.w2 + 0 3 

0 1 - ycosh-2X·w2 + 0 3 - cosh-2X + 0 1 0 1 

0) - 8cosh-2X·w2 + 0 3 0 1 - cosh-2xsin-2e + 0 1 

(23) 

Proof Let us assume first that (a) is true. Since the space-time is asymptotically simple and Y is isometric to the unit 
timelike hyperboloid, there is a coordinate system (X, w, e, qJ) in which n = w, and on an open neighborhood (; of Y the 
unphysical metric is given by (19) with a, y, {) and f3 functions of X, e, qJ. From (19) we find 

(24) 

But from the second of conditions (12) we havet I = - I + 0 1, Thus we obtain the relation (20). Also the first of conditions 
(12) givesg lt = - w2 + 0 3, Hence (a) implies (b). Inverting (19), we obtain (21). Hence (a) implies (c). Since (12) hold, so the 
relations (13)-(15) do. From them we obtain (23), and inverting we find (22). Hence (a) implies (d) and (e). Let now (b) be true. 
Obviously Y is isometric to the unit timelike hyperboloid and the first of conditions (12) is satisfied. From (19) and (20) we have 
gl1 = _ 1 + 0 1, which means thatthe second of conditions (12) is satisfied. Hence (b) implies (a) and consequently ( c), (d), and 
(e). If (c) is true, the proof is similar. If (d) is true, then inverting we find (23). Thus conditions (12) hold. Using (23) and (13)
(15), we find (21). Hence (d) implies (c) and consequently (a), (b), and (e). When (c) is true, the proof is similar. 

This theorem is useful in two ways. First, it suggests the minimum conditions to be included in a definition of asymptotic 
flatness. Second, it provides a practical framework for doing calculations near Y. Should its conditions alone be included in a 
definition of asymptotic flatness or more conditions are needed? Since this question cannot be answered easily and for other 
reasons to be presented in Sec. 5, it is preferable to define at this stage an "intermediate" concept, that of an almost asymptotical
ly flat space-time (AAFS). 

Definition: A space-time is almost asymptotically Minkowskian or flat IS iff it is asymptotically simple and satisfies one of 
the conditions (a)-(e) of Theorem 2. 

It is obvious that an AAFS admits a natural boundary in the sense of Sec. 1. Furthermore, it is possible to give a general 
expression of its physical metric near the spatial boundary. Using the relation gllv = n ~ 2gllv we have from (22) 

[

W-
2 + 0_1 0_2 0_ 1 0_1 ] 

0_2 - w-4 + 0_3 0_2 0_2 
g = (25) 

IlV 0-
1 

0_
2 

_ cosh2xw-2 + 0_
1 

0_ 1 • 

0_) 0_2 0_ 1 - cosh2xsin2ew-2 + 0_ 1 

This is the most general AAFS at spatial infinity. Expression (25) contains explicitly the "geometrical" part of gllv' The 
"physical" part is hidden in the terms On' Further calculations will quite probably need some of the "physical" part to be 
written out explicitly. However, this structure is enough for a study of the group of asymptotic symmetries in the next section. 
Note that from (25) a general expression of the physical metric in coordinates t, r, e, qJ or even t, x, y, z can be found. 

4. ASYMPTOTIC SYMMETRIES 
On the subject of asymptotic symmetries at spatial in

finity there is considerable disagreement in the literature. 
This situation is in sharp constrast with that at null infinity. 
In the later case there is a clear cut definition (in fact more 
than one and equivalent definitions) of the concept of asymp
totic symmetries and a single group of transformations, the 
BMS group, describes these symmetries. 

The main reasons for this situation at spatial infinity is 
the lack (up to now) of a general expression for the physical 
metric near the boundary. On the contrary at null infinity a 
general expression for the physical metric has been available 
from the beginning. 16 Geroch,4.5 in his formulation of as-
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ymptotic structure, based the definition of asymptotic sym
metries on a three-dimensional manifold Y G' To construct 
this manifold, Geroch considers a four-dimensional vector 
space V with a metric of Lorentz signature. Then Y G is the 
submanifold of V consisting of all unit spacelike vectors. 
Thus Y G turns out to have the metric of a unit timelike 
hyperboloid. The group of asymptotic symmetries is then 
defined as the group of isometries of Y G and this group 
turns out to be isomorphic to the Lorentz group. Although 
the whole construction is related to the physical space-time 
(each initial data set gives a two-dimensional vector space 
Us of unit vectors tangent at A and all Us are embedded in 
Y G)' it appears to be artificial. Consequently, it is not com-
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pletely justified why the resulting group ofisometries repre
sents the asymptotic symmetries of the physical space-time. 

Ashtekar and Hansen3 have followed a similar pre
scription: They construct a manifold call Spi and take the 
isometries of Spi to be the asymptotic symmetries of the 
physical space-time. To collStruct Spi, a "blowing up" of /() 
(the single-point spatial boundary of the physical space
time) is needed. For this they consider the collection of 
equivalence classes of all "regular" inextendible spacelike 
curves which reach P. This is Spi and has the structure of a 
fiber bundle with base space the unit timelike hyperboloid 
and the additive group of reals as the structure group. How
ever, any "blowing up" process introduces arbitrariness in 
the construction and the interpretation of the results. The 
mere fact that Spi is four-dimensional makes it unattractive. 
Furthermore, the resulting group of symmetries at spatial 
infinity is infinite-dimensional while at the same time there is 
an invertible metric. Nevertheless, if we restrict ourselves to 
the symmetries of the base space, we end again with a group 
isomorphic to the Lorentz group. 

In Sommers' approach8 we have at spatial infinity only 
projective structure, and this introduces difficulties for an 
unambiguous definition of asymptotic symmetries. Since, 
however, the I = ° hypersurface has the metric of the unit 
timelike hyperboloid (and this metric is equal to Ip/lv), it 
appears that the asymptotic symmetry group should be that 
of preserving the metric on I = 0, that is (as in the Geroch 
approach) a group isomorphic to the Lorentz group. 

In the present formulation of asymptotic flatness we 
can determine the group of asymptotic symmetries in a rath
er unambiguous and unique way. This is possible because the 
spatial boundary Y serves as a real boundary of the space
time manifold with a C 00 4-metric on it, as a manifold where 
asymptotic fields register and as a space on which asymptot
ic symmetries can be described. Nevertheless, it will be use
ful to define the group of asymptotic symmetries as much as 
naturally is possible and with more than one equivalent 
definitions. 

The first and apparently more natural definition can be 
based on the physical space-time. The most important and 
with physical significance tensor field on J( which also con
tains all the information about J( is the physical metric ten
sor. Hence a first definition can be given exactly similar to 
the original definition which gave the BMS group at null 
infinity I6.17: The group of asymptotic symmetries at spatial 
infinity is the group of coordinate transformations Cr, m, B, 
fP)--+Cr ',m', B " fP') which preserve the asym ptotic form of the 
physical metric. It is obvious that this group must depend 
only on the geometrical fields which emerge from g/lV at 
infinity. To find the group, we use expression (25) of the 
physical metric near Y. The most general (differentiable) 
coordinate transformation Cr, m, B, fP)~Cr ',m', B', fP') which 
maps m = 0 to m' = ° and the region m > 0 to the region 
m' > ° is 
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X =Xo+ 01> 
m = mlm' + 0 1, with ml > 0, 

B = Bo + 0 1, 

fP = fPo + 0 1, 
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(26) 

(27) 

(28) 

(29) 

According to the definition, we have to find g'/lV and 
demand that g'p.v has diagonal elements with leading terms 
m,-2,m'-4, _ cosh2X "m,-2, - cosh2X '.sin2B 'm'-2 and nondia-
gonal elements of the same order as in (25). The condition 
gi I = m'-4 + 0 3 gives ml = 1. Then for the requirements on 
gbo, gb2' and gb3 we have 

( axo)2 _ (aBo )2COSh2Xo _ (afPO)2COSh2XoSin2B = 1, 
ax' ax' ax' 

(30) 

axo axo aBo aBo cosh2v afPo afPo cosh2v sin2B 
aX' aB' - ax' af), AO - ax' aB' AO 0 

=0, (31) 

axo axo aBo aBo h2 am am - -- --=-cos'v TO TO h2 . 2B 
ax' afP' a.x' afP' A 0 - ax' afP' cos X osm 0 

=0. (32) 

Similarly the requirements on g;2' g;3' gi3 give 

( aX 0 )2 _ ( aBo )2 cosh2v _ ( afPo )2 cosh2v sin2B 
aB ' aB ' A 0 aB ' A. 0 0 

= - cosh2X', (33) 

( ax 0)2 _ (aBO)2 cosh2v _ (afPo )2 cosh2v sin2B 
afP' afP' A 0 afP' A 0 0 

= - cosh2X 'sin2B', (34) 

aXo axo aBo aBo h2 afPo afPo h2 . 2B ---- - -- --=-cos v - --~os 'V sm 
aB' afP' aB' afP' A 0 aB' afP' A 0 0 

= 0. (35) 

The remaining gi2' gi3 give no additional condition. Since 
ml = 1 and we consider as identical transformations differ
ing in the higher order of (26)-(29), we conclude that the 
group of asymptotic symmetries is isomorphic to the group 
of transformations Cr 0' Bo, fPo)~Cr " B " fP') which satisfy 
(30)-(35). It contains the "translation" subgroup 
X 0 = X' + const, Bo, fPo unchanged and the "pure rotation" 
subgroup X 0 = X " Bo = Bo( B " fP'), fPo = fPo( B " fP') satisfying 
(33)-(35). In the general case we can prove after some calcu
lations that 

( aXo )2 _ (ax o )2 cosh-2v' 
ax' aB' A 

_ (axo)2 cosh-2x 'sin-2B' 
afP' 
= 1, (36) 

which means that the two-dimensional surface X oCr " B', 
fP') = const is a spacelike surface on Y. Furthermore, the 
Jacobian ofthe transformation (Bo, fPoHB', fP') is 

aXo cosh2X 'sinB' 
J (Bo, fPo; B', fP') = ± - (37) 

aX' cosh2XosinOo' 

which is a generalization of a known formula. 17.18 

Another way to define the group of asymptotic symme
tries is to consider the points at spatial infinity as forming a 
manifold on its own right ("detached" from the original 
physical space-time). As we have shown in the previous sec
tion, this is a three-dimensional manifold with metric given 

S. Persides 147 



                                                                                                                                    

by 

(38) 

with i,j = 0,2,3. Thus we can define the group of asymptotic 
symmetries as the group of transformations U', e, cp)---+U", 
e', cp/) which preserve the form (38). Calculating explicitly 
gij we find again the conditions (30)-(35) with Xo, eo, CPo re
placed by X, e, cpo Thus this second definition is equivalent to 
the first. 

Finally, we can define the group of asymptotic symme
tries as the group generated by the asymptotic Killing vec
tors in the unphysical space-time. According to this defini
tion we consider the spatial boundary Y as a submanifold of 
~ (see the Appendix). A vector field S /1 on ~ is an asymp
totic Killing vector field of jl iff it satisfies the conditions 

(39) 

These relations imply that the restriction of s/1 to Y is a 
Killing vector field for the intrinsic geometry of Y. But the 
Killing vector fields on Y generate the group of the previous 
definition. Hence this definition is equivalent to the previous 
two. 

Thus all the previous definitions give a unique and un
ambiguous result: The group of asymptotic symmetries is 
the group ofisometries of Y. This group is finite-dimension
al and does not contain any supertranslations. It is isomor
phic to the Lorentz group. It should be noted that Geroch 
has obtained the same group (although somehow artificial
ly), while Ashtekar and Hansen have obtained a larger (infi
nite-dimensional) group. 

The knowledge gained from the study of the asymptotic 
symmetries is useful in attacking some related and otherwise 
inaccessible problems. Thus, the fact that all allowed trans
formations (26)-(29) have WI = 1 implies that although the 
scalar field fl is not unique (there is "gauge" freedom), two 
possible choices fl and fl ' satisfy the condition fl = fl ' + O 2 

(or fl / fl / ~ 1). This property should be regarded as a direct 
consequence of the second of conditions (12) (or of the exis
tence of an invertible metric on Y). A related problem is that 

of the uniqueness ofthe completion. Although this problem 
has not yet been defined clearly (and will not be examined 
here), the above considerations indicate that a theorem simi
lar to the corresponding theorem for null infinity will be very 
useful and not difficult to prove, 

5. ASYMPTOTICALLY FLAT SPACE-TIMES 

In Sec, 3 we defined the concept of almost asymptotical
ly flat space-times. Why "almost"? The main reasons are 
two. First, our experience from null infinity have taught us 
to be very careful about the precise conditions to be imposed 
on the space-time. It is easy to impose conditions obviously 
too strong, e.g., R/1v = ° on some open neighborhood of Y, 
or perhaps too weak, e.g., no additional condition. The diffi
culty lies in finding the conditions with the right strength. 
Conditions too strong will destroy interesting properties of 
the space-time and eliminate space-times which should be 
considered asymptotically flat. Conditions to weak will give 
uninteresting structure and include unwanted space-times. 
Second, the structure at spatial infinity has not been ana
lyzed sufficiently to allow us to determine the additional (if 
any) delicate conditions needed. Up to now we have imposed 
conditions on the geometrical fields. However, the condi
tions for asymptotic flatness at spatial infinity will probably 
include some restrictions on the physical fields, as the case is 
at null infinity. Or the situation will be completely different. 
To solve this problem we need to know first the conse
quences of the conditions imposed, namely the properties of 
AAFS. This will be done in this section. Second, a complete 
study of the physical fields is needed. The consequences of 
conditions such as R/1v = 0, Rill' = On' R IIVn = 0, _ A. /1 
flA T,,,. = 0, C A!1fW ~ 0, VIA R/1lv = On, etc., should be stud
ied as well as their interrelationships. This second step will 
be considered in a future paper. 

In what follows we will prove that an AAFS satisfies the 
conditions of the two other four-dimensional formulations. 
Hence no condition of those formulations is needed. Fur
thermore, we will establish some properties of the physical 
fields which will exclude some of the candidates as condi
tions of asymptotic flatness. 

The conditions of Ashtekar and Hansen3
,7 are given in Sec. 1. Their formulation is based on the conformal transforma-

tion g,,,, = fl6 gill" where flo behaves as w2 near z{). Hence in coordinates X, w, e, cp we have flo = w2 and from (25) 

0 3 

O2 

- cosh2X·w2 + 0 3 

0

3 

] 
O2 
0

3 
• 

- cosh2xsin2e.w2 + 0, 

(40) 

Condition (i) is obviously satisfied. Furthermore, (40) implies that all g/1l'.P exist. However, gIl.' = 0 0 which means that the 
zero order term ofgll. l de£ends in general~n.l:' e, cp atz{), i.e.,gll,1 is ngt continuous atl{). Henceg/1l'.p is C >0 and condition (ii) is 
satisfied. Finally we find V/1flo = 2wtJ 1. V/1 Vl' flo = 2tJ/1 ItJ l' 1_ 2wr ~l" which satisfy condition (iii). 

The conditions of Sommers' formulation are also given in Sec. 1. Obviously conditions (i) and (ii) are satisfied if we take 
fl ==.I. The verification of conditions (iii)-(v) require some long but straightforward calculations. From the physical metric 
(25) we calculate the intrinsic metric g/1V = g/1l' + n/1 nl' and the extrinsic curvature P/1l' = q'l Aq"PV A np of a hypersurface 
fl = const. Thus we find (a, (3, y, tJ are as in Theorem 1) 

148 J. Math. Phys., Vol. 21, NO.1. January 1980 S. Persides 148 



                                                                                                                                    

a+OI 0 1 

2 a+OI 1 +/3 + 0 1 r+OI 0+01 
['+0, 

{l ql'v = {lpl'v + 0 1 = 0
1 r+OI - cosh2X + 0 1 

0, 1 
0

1 
• 

0 1 0+01 0 1 - cosh2xsin2B + 0 1 
(41) 

Hence on Y we have {l2ql'v ;:; {lpl'V and Sommers' condition (iii) is satisfied. Also condition (iv) is satisfied since the unit 
normal n I' to the hypersurface{l = const is continuously extended toU) = Oand coincides with the normal to Y. Finally, as it 
will be proven below, condition (v) is satisfied. Hence, every AAFS is asymptotically.flat in the sense of Ashtekar and Hansen 
and Sommers. 

It must be clear by now that an advantage of the present 
formulation is the fact that calculations near the boundary 
can be carried out easily without any worry about differen
tiability class (as in the Ashtekar-Hansen formulation) or 
convergence (as in the Sommers formulation). In particular 
the order of any gravitational tensor field near Y can be 
found in a straightforward way from the physical metric 
while in the previous formulations we had to consider direc
tion-dependent limits3 (as for {l1/2 RAf1-PV and {l 612CAf1-p V) or 
we could not find it at all and it had to be imposed on the 
space-time by an additional condition [compare condition 
(v) in Sommers' formulation]. 

In what follows we establish some asymptotic proper
ties of the gravitational field of an AAFS. In addition to their 
own significance, these properties help us to eliminate some 
of the candidates as conditions for the definition of asymp
totically flat space-times. All the calculations are long but 
straightforward and are carried out in a coordinate system 
(r, U), B, (jJ) in which the physical metric is given by (25). First 
we find the Christofell symbols rAI'V and rAl'v' Then we 
calculate the components of the Riemann tensor RAI'Pv' the 
Ricci tensor Rl'v and RI' v, the Ricci scalar R, the Weyl ten
sor CAI'PV and CAI'Pv and the dual of the Weyl tensor Ctl'PV 

= ~EAI'~'7 Cpv ~'7 .. We find that the order of the various tensor 
components in the above coordinate system is given concise
ly by the relations 

RAf1-PV =O_I_n, Rf1-v =Ol-n, Rf1-
v
=03+m_n' 

R = 0 3 , (42) 

C tl'PV = 0 _ I _ n , (43) 

where m (n) is the number of upper (lower) indices which are 
equal to 1 (e.g., COI

23 = 0 3+0 - 1 = O2), Further calculations 
using (42) and (43) give for the contravariant componentJ 

R
A
l'

p
v=07+m' RI"'=05+m' CAl'pv=07+m' 

(44) 

From these relations and since the Weyl tensor of the confor
mal metric g- = {l Zg is C AI'PV = {l -6C Af1-pV we have the 

/-LV J-iV 

following theorem. 

Theorem 3: For any almost asymptotically flat (at spa
tial infinity) space-time we have (on Y) 

- ~ - ~ 
CAI'PV = 0, {l-ICAI'PV{l,1' = 0, 

{l-2C AI'PV{l {l ~ 0 
;11;V • (45) 

The above properties correspond to the property 
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"CAI'PV = 0 on J''' (CAI'PV = 0 and CAI'PV = 0 are equivalent 
at null infinity). They are, however, "heavier" properties 
than that at null infinity, and they are consequences of the - '" form of the metric (while at null infinity CAI'PV = 0 had to be 
imposed I~. Physically this can be explained perhaps as fol
lows: The dynamical processes that are taking place inside 
the space-time (a) do not affect the physical fields at spatial 
infinity and, if once CAI'PV ;:; 0, then CAI'PV ;:; 0 forever, while 
they (b) do affect the physical fields at null infinity and the 
condition CAI'PV = 0 on J' has to be always imposed. 

Further calculations of the "electric" and "magnetic" 
parts of the Weyl tensor 

El'v = CAI'PVnAnP, Bl'v = Ctl'PVnAnP (46) 

give El'v = 0 1 and Bl'v = 0 1 near Y. Hence we have the 
following theorem: 

Theorem 4: For any almost asymptotically flat (at spa
tial infinity) space-time we have (on Y) 

(47) 

An immediate consequence of this theorem is that 
{l-IEf1-v and{l-IBl'v induce on Y two (symmetric and trace
free) tensor fields which represent the gravitational field and 
satisfy Sommers condition (v). Thus the ADM 4-momen
tum can be defined. But angular momentum cannot be de
fined since it requires {l-z Bf1-v to have a smooth extension to 
Y. Hence, for a definition of angular momentum to be possi
ble, an additional condition appears to be necessary on the 
space-time. At this point the situation is as in the Ashtekar
Hansen and Sommers formulations. Important questions 
arise. 19 What are the weakest conditions which guarantee 
existence of angular momentum at spatial infinity? What are 
the weakest conditions which guarantee that the 4-momen
tum and the angular momentum are independent of the 
cross section of integration of Y? How these conditions are 
related (i.e., they are stronger or weaker) to the conditions 
R" v = On' VI'El'v = 0, VIIB"v = 0, VIA El'lv = 0, etc.? Is 
it necessary to impose any condition or is it possible to ex
tract the information contained in the angular momentum 
without demanding Bl'v = Oz? Or is perhaps the best choice 
not to define at all angular momentum at spatial infinity as 
the case is (up to now) at null infinity? Are more than one 
degrees of asymptotic flatness useful (AAFS and AFS) or we 
must just drop the word "almost" from the definition of 
AAFS? 

Since these questions cannot be answered before a thor
ough study of the physical fields (which will be the subject of 
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a future paper), it does not seem appropriate to define at this 
stage the concept of an asymptotically flat space-time 
(AFS). However, the following definition seems reasonable: 

Definition: A space-time is asymptotically Minkows
kian (or flat) and empty at spatial infinity (AFES) iff it is 
almost asymptotically flat and RJ.l.v = 0 on some open neigh
borhood of Y. 

Thus an AFS is expected to be a concept between an 
AAFS and an AFES. Every AFES will be an AFS. 

6. GENERAL REMARKS 

In this paper a new formulation has been presented for 
the study of asymptotic structure at spatial infinity. The rea
sons justifying the need for the new formulation have been 
presented in Sec. 1, while its advantages are scattered in Secs. 
2-5. The evidence in its favor can be summarized as "right 
strength" and "smooth operation". Its "right strength" is 
supported by the following arguments: It gives the Ashte
kar-Hansen formulation and the Sommers formulation 
(Sec. 5) and encompasses the Schwarzschild, Weyl, and 
Kerr space-times, as it can be proved easily. These space
time will be guiding examples in the study of the physical 
fields. Finally, the "smooth operation" of the new formula
tion is manifested in the applicability of tensor calculus and 
local differential geometry on an open neighborhood of Y. 

It should be emphasized, however, that although the 
foundations of the new formulation seem strong enough, 
there are still a lot of problems to be solved before we have a 
complete and satisfactory picture of asymptotic structure. 
Beyond the study of the physical fields we have to answer the 
following questions for spatial infinity: 

(a) Is symptotic flatness stable? The answer seems to be 
positive, since disturbances from the interior of the space
time do not reach Y. However, a better formulation of the 
question (e.g., as in Ref. 5, p. 74) and more precise answers 
are desirable. 

(b) What are the implications of the existence of Killing 
vector fields on J/ for the asymptotic geometry?5 Are there 
any theorems similar to those for null infinity?20 

(c) Can multipole moments2l be defined on Y for 
gravitational fields which have no Killing vector fields? 

(d) Is there a corresponding "peeling theorem,,16 for 
spatial infinity? 

(e) Is Y unique?5 What can be said for two different 
completions of the same asymptotic region?7 

(f) What are the implications of asymptotic flatness for 
the evolution of initial-data sets? Does it guarantee a "suffi
cient number,,3,4 of them? 

In a more general framework the problem of asymptot
ic flatness of timelike infinity should be solved and a unified 
formulation of timelike, null, and spatial infinity should be 
presented. It appears that all the above problems can now be 
solved. Our experience from similar studies for null infinity 
and from the previous formulations of Geroch, Ashtekar, 
Hansen, and Sommers is invaluable. However, until such a 
program is completed, our understanding of asymptotic 
structure will be incomplete. 
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APPENDIX: SYMMETRIES OF A SUBSPACE 

Let (.4t ,g) be a space-time and .3Y a three-dimensional 
hypersurface assumed for simplicity to be timelike. Indepen
dently of whether or not the space-time admits a Killing 
vector field, the submanifold.3Y (considered as a manifold 
on its own right) can have an intrinsic Killing vector field. If 
nJ.l. is the unit vector normal to .3Y, qlLv = gJ.l.v + nf.l n" the 
induced metric of.3Y and qJ.l. v = 8J.1. v + nl"nv the projection 
operator, we can easily prove the following: 

Lemma: Let TJ.l.v be a tensor field on J/. Then 
ql" Aq /TAp = 0 on .3Y, iff in a coordinate system x I" in which 
.3Y is represented by Xl = 0 we have T;; = 0 on.3Y (p" v 
= 0,1,2,3, i,j = 0,2,3). 

For an intrinsic Killing vector field of.3Y we have the 
following: 

Theorem: Considered as a manifold, .3Y admits a Kill
ing vector field iff there is a vector field on J/ such that 
ql" Aq"PV(ASp) = 0 and nl"sJ.I. = 0 on.3Y. 

This theorem can be proved easily if we use the previous 
lemma. In a coordinate system in which.3Y isx1 = 0 we have 
V(iSJ) = O,SI = Oon.3Y. These reduce to and canbe obtained 
from the Killing equation on .3Y with respect to its 3-metric. 
The condition nl"sl" = 0 (which is usually ommited in the 
literature) indicates how to construct from the three-dimen
sional vector field s; on .3Y the four-dimensional vector field 
S f.l on j/ and vice versa. 

If (J/, g) is an almost asymptotically flat space-time, 
then a vector field s'" on j/ is an asyptotic Killing vector field 
(at spatial infinity) iffit has a smooth extension to the bound
ary Y and this extension gives a Killing vector field on Y 
(considered as a submanifold of ,jr), 

The boundary Y of an AAFS admits six linearly inde
pendent Killing vector fields (the maximum number, which 
correspond to the six possible Lorentz rotations of Min
kowski's space-time), 
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We argue that the work ofVishveshwara and Winicour suggests that there is an upper limit to the 
linear mass densities of infinite cylinders in static, cylindrically symmetric spacetimes. We 
investigate the class of static cylinders having two oppositely directed circular flows of dust, and 
show that the above conjecture is true for these cylinders. 

1. INTRODUCTION 

Vishveshwara and Winicour1 have presented a class of 
differentially rotating dust cylinders that includes the van 
Stockum universe2

,3 as a special case. The spacetimes of 
these cylinders admit closed timelike lines (CTL) when the 
mass M in a length ~z along the cylinder axis satisfies the 
inequality M > i~z. Thus the criterion for the existence of 
CTL in the case of a rotating cylinder resembles the criterion 
for the existence of a horizon in the Schwarzschild case (but 
see also Tipler4 and Charlton5

). Physically, the idea suggests 
itself that the spacetime of an infinite, rotating cylinder with 
a large linear mass density does not have an horizon because 
of the relativistic rotational motion of such a cylinder, which 
leads to a spacetime with CTL instead. 

It is clear that the static, cylindrically symmetric space
times of cylinders having vanishing angular momentum do 
not admit CTL. But at the same time, the exterior space
times6 of such cylinders do not have horizons. In light of the 
discussion above, it is natural to conjecture that the reason 
for this is that there is an upper limit, given by M <!Az, to the 
allowed linear mass densities of these cylinders. Below, we 
show that this conjecture is in fact true for all static dust 
cylinders having two oppositely directed circular flows of 
dust. 

In Sec. 2 we present a general discussion of these cylin
ders. We find that the opposing rotations, which in general 
are differential, have the same angular frequency and that 
the two components of dust have equal proper densities. We 
reduce the interior field equations to a simple form, solve 
them for the particular case that the angular frequency is 
constant, and present the general exterior solution and the 
Newtonian analog. In Sec. 3 we show that the linear mass 
density has the upper limit quoted above. 

2. THE STATIC DUST CYLINDERS 

We choose the fundamental form? 

ds2 =- Fdt 2 + H (dr + dz2
) + Ldq; 2, 

where F, H, and L are functions of r only, For the geodesics 
of circular orbits (f = i = 0; a dot denotes d Ids) we then find 

"On leave from the Department of Physics and Astronomy, Williams Col
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t = (F - Lui) - 112, ¢ = ± w(F _ L(2) - 112, 

where 

w = I¢ lit = (F'IL ')112, 

(1) 

(2) 

A prime indicates d Idr. Thus the two components of dust 
rotate with angular frequencies + w(r) and - w(r). 

Letp + andp - be the proper densities of the two com
ponents of dust. One of the field equations immediately 
yields p + = P -- . It is then easy to verify that - 81T(Tg 
+ T: - T) = R g + R: vanishes in our coordinates, so 

that without loss of generality we may impose the coordinate 
condition? 

(3) 

The metric then has the Levi-Civita form6 in both the interi
or and the exterior. 

From the field equations and Eqs. (2) and (3) we find 

(l/r)[r(H'IH)]' = - 81TpH, (4) 

H'IH = - (F'IF)(1 - rF'12F), 

w2,zIF 2 = (rF'12F)(l - rF'/2F)- 1, 

(5) 

(6) 

where p = p + + p - = 2 P + . This completes the devel
opment of the interior solution for the general case. To pro
ceed to specific interior solutions, one of the functions p, H, 
F, and w must be supplied; Eqs. (4)-(6) then determine the 
other three. Physically acceptable solutions are of course 
subject to the usual conditions, such as p;;.O, etc. 

As an example, let us consider the case w = wo' a con
stant, From Eq. (6) we find F = ~ [1 + (1 + 4w~r)I/2], and 
Eqs. (5) and (4) then yield H = (1 + 4w~r) - 1/4 and 
21TP = w~(1 + 4w~r) - ?/4, 

For the exteriors of the cylinders, we havep = 0. Equa
tions (4) and (5) then give the results of Levi-Civita, 

F=FR(rIRt, H=HR(rIR)--f3 (7) 

and Eq. (6) becomes 

wr = wRR (riR )0, (8) 

Here a = RF~ IFR, /3 = a - ~a 2, and the notationfR 
meansf(r) evaluated at the boundary r = R of the cylinder. 

We note that in the Newtonian limit (Fc::::::l + 2rp, where 
rp is the Newtonian potential) Eqs. (4)-(8) giveHc::::::l - 2rp 
and the correct Newtonian results 
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(lIr)(rt,6 ')'~41TP, w2r~t,6, 

and, in the exterior, 

a~2w~R 2<1, 

t,6~t,6R + (aI2) In(rIR), wr~wRR. 

3. THE LINEAR MASS DENSITY 

Owing to the fact that the spacetimes of these cylinders 
are not asymptotically flat, there is a certain freedom in the 
definition of the linear mass density; There are many defini
tions that agree in the Newtonian limit but differ when the 
field is strong. We use the formula for the linear mass density 
given by Vishveshwara and Winicour, I which leads to the 
results described in Sec. 1. 

This definition is based on time-translation and rota
tional killing vectors (Ta and (/> a, respectively) for the exteri
or. In terms of these vectors, the mass M in a length .Jz along 
the axis of a cylinder is defined in the general case to be 

M = - tT - I(All AOO.T - AO\ AOI.T ).Jz, (9) 

where 

Aoo = TaTa , All = (/>Q(/>a, AO\ = Ta(/>a' 

r = U ~I - U ooAll . 

In the present case, we have Ta = (1,0,0,0) and 
(/> a = (0,0,0,1). Then Eq. (9) becomes 
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M=!a.Jz. (10) 

We now show that O<a< 1. The lower limit follows at 
once from Eq. (6), which for r = R gives 

(11) 

To obtain the upper limit, we calculate the Lorentz contrac
tion factor r = - t aUa for the dust (u a is the four velocity of 
the dust) relative to an observer whose four velocity t a is 
obtained by parallel transport along a geodesic in the space 
t = const from the four velocity of an observer at rest on the 
axis. We find t a = (F - 112,0,0,0), so that from Eqs. (1) and 
(3) 

r = (1 - w 2r1F 2) -1/2 

for both components of the dust. Thus FR >wRR, so that 
Eq. (11) gives a< 1 and, from Eq. (10), 

M<i.Jz. 

'CV. Vishveshwara and J. Winicour, J. Math Phys. 18, 1280 (1977). 
'W. van Stockum, Proc. Roy. Soc. Edinburgh 57, 135 (1937). 
IF.J. Tipler, Phys. Rev. D 9,2203 (1974). 
4F.J. Tipler, Phys. Rev. Lett. 37,879 (1976). 
'N.J. Charlton, J. Phys. A 11, 2207 (1978). 
'T. Levi-Civita, Rend. Ace. Lincei 28, 101 (1919). 
'See, e.g., J.L. Synge, Relativity: The General Theory (North-Holland, Am
sterdam, 1960), p. 309 If. 
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With the aid of the Newman-Penrose formalism and Penrose's conformal technique Einstein's 
gravitational field equations are first solved exactly as far as is possible for arbitrary sources. It is 
assumed, however, that space-time is algebraically special with hypersurface-orthogonal 
geodesic and shear-free rays. Special cases are considered. Next, the asymptotic behavior of the 
components of the metric tensor, the Weyl tensor, the Ricci tensor and the spin coefficients is 
determined in a suitable frame. Einstein-Maxwell space-times with the above properties are 
treated in some detail. 

1. INTRODUCTION 

Many years ago Newman and Penrose! and Newman 
and Unti2 investigated the asymptotic properties of the met
ric tensor, the Weyl tensor, and the spin coefficients in a 
suitable frame in empty asymptotically flat space-time. Lat
er, KozarzewskP and Exton et al.4 did the same for an Ein
stein-Maxwell space-time. The present author5 generalized 
their results to space-times with arbitrary Ricci tensors, us
ing Penrose's conformal technique6

•
7 as the main tool. In this 

paper we shall employ the same method in an attempt to find 
exact algebraically special solutions with geodesic and shear
free hypersurface-orthogonal rays but for arbitrary Ricci 
tensors. A similar attemptS for the twisting case (but with 
some restrictions on the Ricci tensor) led to results which 
had previously been obtained by Lind9 and Trim and Wain
wright!o.!! for a more restrictive class of Ricci tensors. Ex
plicit solutions are hard to get. Instead, one obtains reduced 
equations which, in general, are few in number but quite 
difficult to solve. In the Robinson-Trautman 12 case, howev
er, actual explicit solutions have been found. 

We shall also derive the asymptotic properties of the 
metric tensor, the spin coefficients, and other variables for 
the special case considered here, namely that of an algebra
ically special space-time whose repeated principal null di
rection is geodesic, shear-free, and twist-free. The results of 
Ref. 5 cannot be adapted since they were based on a more or 
less specific congruence of null geodesics (due to the choice 
P = 0). This congruence is not necessarily the one that is 
shear-free and whose tangent vector field is the repeated 
principal null vector field for the Weyl tensor. Moreover, in 
the Einstein-Maxwell case many of the leading terms van
ish. It is, therefore, instructive to obtain higher-order terms. 

In Secs. 2 and 3 we go a fair distance towards finding 
algebraically special space-times whose repeated principal 
null vectors are at each point tangential to a congruence of 
shear-free and hypersurface-orthogonal null geodesics and 
whose Ricci tensor is arbitrary (in particular the component 
<1>00 need not vinish). The reduced equations we obtain sim
plify considerably if space-time is assumed to be type III (or 
N), i.e., if the Weyl tensor component tf/2 is assumed to van
ish in addition to tf/o and tf/! . They simplify even more, re
gardless of whether tf/2 vanishes or not, if the Ricci tensor 
component <1>00 is put equal to zero. This is done in Sec. 4. 

For this special case the equations can, with some effort, also 
be derived from those of the twisting cases by putting the 
twist equal to zero. We specialize further and take the source 
to be a Maxwell field one of whose principal null directions is 
the repeated principal null direction of the Weyl tensor. The 
reduced equations now become independent of the radial 
coordinate. In Sec. 5 the approximate results are obtained 
from the exact results ofSecs. 2 and 3. In Sec. 6 we investi
gate the asymptotic behavior of an Einstein-Maxwell field 
with the properties described above. In particular, we show 
that if the component 4>0 ofthe Maxwell field does not vanish 
identically, i.e., if the Maxwell field is not "aligned" with the 
repeated principal null direction of the Weyl tensor, then the 
leading terms in the expansions of 4>1 and 4>2 vanish. Instead 
of having 4>1 = 0 (r -2) and 4>2 = 0 (r -I) we have 
4>1 = 0 (r -3) and 4>2 = 0 (r -2 ), where r is the radial coordi
nate. The Appendix consists of a collection of formulas used 
for this paper but discussed previously. 1.5 

The space-times under consideration are not necessar
ily asymptotically flat in the sense of Penrose, but along each 
of the geodesics they behave as if they were. That is, as in Ref. 
8, we drop all gobal requirements on future null infinity? + 

(such as the requirement that the topology of? + be that of 
a cylinder) and keep only local ones. 

The notation used will be the same as in Refs. 5 and 8. In 
particular, careted quantities refer to the rescaled space
time if, those without carets refer to the physical space-time 
M. Superscripts on a careted variable denote the appropriate 
coefficient in the expansion of that variable in powers of the 
conformal factor n; e.g., B = B 0 + B (l)n + B (21

n I 

+ O(n 3). Similarly, superscripts on an uncareted variable 
refer to the expansion of that variable in powers of r - I, 

where r is the radial coordinate. The usual symbols are used 
for the spin coefficients and other NP (Newman-Penrose!) 
quantities. V stands for a/ax3 + i(a/ax4). Equation 
(NP4.2b), for example, refers to Eq. (4.2b) of Ref. 1. For a 
detailed discussion of the conformal technique as applied 
here the reader is referred to Ref. 5. 

2. NP QUANTITIES IN RESCALED SPACE TIME 

In Ref. 5 coordinates (u,n,x"x4) and a frame were cho
sen in the unphysical (rescaled) space time if such that 
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K = iT = E = P = f - (& + (3) = 0 

identically, and such that on / + 

U = Xi = W = rio = ril = $2 = ri3 = ri4 
=r=i=v=O, 

j= -1~ [3_= _![4=P(U,X-\x~), 
a = - f3 = fV P, Y = - Vi = ~PP- I 

(2.1) 

(2.2) 

The coordinate lines along which u, x\ and X4 are constant 
are hypersurface-orthogonal null geodesics. 

Actually, this was done only for P independent of the u 
coordinate, i.e., for P = 0, but the proof given generalizes 
quite readily and will be omitted. We cannot choose P to 
vanish here since this condition determines to a large extent 
the null geodesics of our coordinate system, and these null 
geodesics may not be the ones that are shear-free and that 
correspond to the repeated principal null direction of the 
Weyl tensor. The freedom left in the choice of frame and 
coordinates is given by the Newman-Unti grouplJ.8 (and re
duces to the BMS group for P = 0). 

Since we are aiming for algebraically special solutions 
with shear-free geodesic rays we shall assume that (J and 1./11 

vanish. Both assumptions are necessary since there is no 
Goldberg-Sachs theorem when the Ricci tensor is arbitrary. 
The vanishing of 1./10 follows from Eq. (NP4.2b). Thus, in 
addition to Eq. (2.1), we have 

a- = rio = ri l = 0 (2.3) 

identically in if. When we substitute conditions (2.1 )-(2.3) 
into Eqs. (NP4.2) and into the metric equations (AI) we 
obtain the following preliminary result: 

K=a- =p=f=iT=E=i=x i 

= rio = ril = <Poo = <POI = <P02 = 0 , 

A (2.4) 
-jJ=a = iVP, 

f1 = - PP-l, [3 = -- i[4 = P(u,x\x4
), 

A = - iriz , <PII =!K + ~ri2 
and 

j 

ri3 = 8y - !PV(PP- I), ri4 = 81> + (VP)1>, 

<P12 = PV(PP - I) + 1{/3 , (2.5) 

<P22 = 81> + (lnP).11 - (PP - 1)2 + 2yPP --- I - (VP)V, 

as well as 

Dw = 8l, DU = £1j - 2jy , 
(2.6) 

where K = 2P 2VVlnP is the Gaussian curvature of the cut 
u = constant on /\ . The Bianchi identities 14 yield nothing 
further. 

The first of Eqs. (A2) relates the metric variable 
j(u,ll,x-',x4

) to <Pun as follows: 

Let us also define a variable T(fl,u,x\x 4
) by 
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(2.7) 

T= - fJj - 1 dn (2.8) 

andnotethatD = j(a loll) = - a loT. We proceed by inte
grating Equations (2.6) and substituting the results into Eqs. 
(2.5). The NP quantities in the rescaled space-time if are, 
therefore, given by Eqs. (2.4) and by Eqs. (2.9) below: 

y = iPP - I - iKT - 3S, 

v = - PTV(PP -I) + iT2PVK + 6PV'R, 

w=jpVT, U=j[T+PP IT-iKT2-6R], 

ri, = - iP(VK)T - 3PV'S, 

ri4 = - TV[P 2V(PP - I)] + iT2V(P2VK) 

+ 12P(VP)V'R + 6p 2V'V'R , (2.9) 

<P12 =PV(PP -1)-iP(VK)T-3PV'S, 

<Pn = (lnP).11 - PP - IKT - 6PP- IS 

_ P2TVV(PP - I) + iT2p2VVK + 6p zV'V'R , 

where 

S= f' W2 dT, R = fSdT, 

and 

as . as 
V'S (u,T,X3 ,X4

) = - +1-. 
ax3 ax4 

The variables P and riz are so far arbitrary real variables. 
Equations (A2) will relate them to the source variables. 

3. NP QUANTITIES IN PHYSICAL SPACE TIME 

In Ref. 5 a specific convention was adopted to relate a 
frame in if to one in M and the transformation rules for the 
NP quantities were given. For quick reference these rules are 
once more listed in the Appendix. With the aid ofEqs. (A2)
(A6) we obtain the NP quantities in M from Eqs. (2.4) and 
(2.9). They are 

and 

K = (J = € = A = 1./10 = 1./11 = Xi = ° , 
p = nl, T = -iT = W, a = ann + ~, 
/3 - :?:on - p''P --I n --IVA, - - a H, J.l - - - H 

y=y+1l - Iu, v =1>1l --I 1./1
2 

=1l 2 ri2, 
(3.1) 

1./13 =nl./l.l' 1./14 = ri4 , 

'1 - I (w _ [i an), 
ax' 

v = n j I( U - ~~), 

<POI = n zDw, <P02 = n [V(Pw) + wj IDw] , 

<PI! = ill 2(K + 3tPz ) + in [15u + P 2V(wP I) 
+ ~j IDw + PP - '1], 

<P12 = n<plz + PP - IW + PVU + wj- IDU, (3.2) 
)'0.. 1 -:- "..... ..... A " " " "-

<P22 = <P22 + n - [V + Vf IDV - vw - vw + 2yV] , 

A = - irizll 1U - /v~ + ill [- DU + P 2V(wP - I) 
+ ~j IDw + pp - '1] , 
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where th>-.. quantities w, {;, V, etc., are given by Eqs. (2.9). 
Once P, 1/12' and cf>(xl are determined as functions of the co
ordinates by solving the reduced equations (3.2) together 
with the source equations (e.g., Maxwell's equations if the 
source is an electromagnetic field), Eqs. (3.1), (3.2), and the 
source variables will constitute a solution to Einstein's equa
tions. The contravariant components of the metric tensor 
will be given by2 

gll=g13=g14=O, glz=l, g22 = 2(U-wii) , 

g2i=X'-l~'ii)+tiW), g'i= -(5'tj +t j t i
) 

(i,j = 3,4) . 

Of course, the conformal factor n must be expressed in 
terms of the radial coordinate r. The equations 

and 

!!!2 ( = Dn = n 2 fin ) = n 2J 
ar 

3 -, , aJ 
cf>(Xl ( = n DI = nDI) = n -ar 

imply that 

(3.3) 

(3.4) 

Therefore, once cf>oo is known, n (u,r,x 3,x4
) is found as a solu

tion to Eq. (3.4) with boundary condition lim,. n = o. 
The variables J and f are then found from Eqs. (2.7) and 
(2.8), respectively. 

The reduced equations (3.2) involve integrals of tP2 • 

But by suitable differentiation they can be changed quite 
readily to purely differential equations. However, if we re
strict ourselves to type III (or N) space-times then tPz van
ishes and the equations are purely differential as they stand. 

Since the spin coefficient 17' does not vanish one might 
want to change to a parallelly propagated frame by means of 
a null rotation using Eqs. (A.3) of Ref. 5. This will be done 
when approximate solutions are considered in Sec. 5. 

4. «1>00 = A = 0 

When the component cf>(X) of the Ricci tensor is chosen 
to be zero the results of the previous section simplify consid
erably. The metric variablesJand w become - I and 0, 
respectively, and T = n = r I. Differentiating the last of 
Eqs. (3.2) twice with respect to n changes it into the follow
ing differential equation for tP2 : 

a2tP atP, ' a2A 
a 2 __ 2 ~~ 2n -- + 21/1, = - 2 - (4.1) 

aa 2 an - an 2 

If, for simplicity, we demand that A be zero, then the solu
tion of Eq. (4.1) is given by 

tP2 = tPi11n+ tPiZ1fl2, 
where tP ~I) and tP ~21 are "constants" of integration. The NP 
variables 'for M no-w simplify considerably and are given by 
Eqs. (2.4) and by 
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W =0. J= - 1, 

u= -PP In+~Kn2+tP~lln3+~tPi21n4, 

y = ~PP I _ !Kfl _ ~Pilln 2 - tPi2 )n ' . 
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and 

,1= - PV(PP - I)n + !p(VK)n 2 + PVPil1fl 3 

+ IPVP(2)!} 4 2 2 , 

P2 = p~llf} + Pi2lfl 2, 

P, = - !P(VK)f} - WvtPiIJn 2 _ pvp~2la 3, (4.2) 

P4 = - V [P 2V(PP I)]fl + !V(P2VK)fl 2 

+ V(P ZvPil)n 3 + !V(P2vtP~2)n4, 
<P12 = P\l(PP I) - !p(\lK)n 

_ ~P\lP~I)fl Z _ P\lP~2)fl', 
• _ c 

<P22 = (lnP).11 - [PP 1K + p 2\lVCPP .I)]n 
+ (!PZ\lVK - 3PP - 1tP~1)n 2 

+ (P 2\lV P il l _ 2PP 1 P i21)fl -' 

+ !P2\lVPiZ1!} 4 
• 

The NP variables in the actual space-time M become 

K = a = t = 17' = r = A = (0 = Xi 

= 1/10 = 1/11 = A = cf>oo = cf>01 = cf>02 = 0 , 

p = - r 1, a = - iJ = l(V P)r 1 

f.l = - !Kr 1_ Pillr 2 _ !tP~2lr ", 
1 _ ItP(llr 2 _ ItP(2)r 

2 2 2 Z Y= - !PP 

V= - PV(PP 

s -' = - it 4 = Pr I, 

U= rPP I -lK _ tP(\)r·· I _lp(2)r- 2 
2 2 2 1 , 

1/12 = p}llr '+ Pillr 4 =.p2' 

(4.3) 

1/1, = -. !P(VK)r 2 - WVPillr ,_ PVPi2lr 4 

1/14 = - V(P 2V(PP I»r 1+ lV(p2VK)r 1 

+ V(P 2VP;\)r \ + ~V(P2VPi2»r 4 

m. _.~ 1'" (2)r 4 
'1"11 -2'1'2 

<PIc = - !P\lPil)r .' - ~P\lPi2)r 4 

cf>22 = r 2(!P 2\lVK - 3PP IPil
) + :Pil) (4.4) 

+ r \p2\lVtP~l) - 2PP IP~2) + !tPi2 ) 

+ r 4(~p2\lVPi2»). 

Note that the frame is parallelly propagated and that there is 
no need for a null rotation. With some effort Eqs. (4.3) and 
(4.4) could also have been obtained by specializing the re
sults of Ref. 8 to the twist-free case. 

If the source is a Maxwell field satisfying the source-free 
MaxweIl equations, Eqs. (A8), then the ¢>" component of the 
field must vanish in order for <PO() to be zero. That is, the 
repeated principal null direction of the space time must also 
be a principal null direction of the Maxwell field. Taking 
Eqs. (2.4) into account the conform ally transformed Max
well equations become 

Drb I = 0, Drbo = 6rb I' brb I = 0 , 

(4.5) 

brb2 = JJI .- 2PP Irbi + (\lP)rb 2 . 

The solution to the first two equations is 
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.... ....0 .... ....0 - "'0 ¢JI =¢JI' ¢J2 =¢J2 -p(v¢JI)n, 

SO that, according to Eqs. (A 7), 

¢JI = ~~ r - 2, ¢J2 = ~~r- I - P(V~~)r- 2. (4.6) 

Hence 

et>oo = et>01 = et>02 = A = 0 , 
A A 

m. 11°12 -4 m. 10:/:0 -3 1 0 P(":/:0)-4 
'¥II = '1'1 r , '¥12 ='I'1'I'2 r -'1'1 V'I'I r , 

~ ~ 

et>22 = I~~ 12r- 2" - (f~pV~~ + ~~PVf~)r- 3 

+p2IVf~12r-4. (4.7) 

The last two of Eqs. (4.5) and comparison of Eqs. (4.4) with 
(4.7) yield 

V~~ = 0, .p~2) = 21~~ 12
, PV.p~I) = - 2~~t~ , 

¢I = 2PP - I~? + p2V(P - I~~), (4.8) 
J:I. ." _ .... 

If/~\) = 3PP - llf/~l) - !p 2VVK + I¢J~ 12. 

These equations must be solved for the variables P, W~I), 
Wi2), ¢J ~, and ¢J ~ before Eqs. (4.3) and (4.6) constitute an 
actual solution. If we put ¢J ~ and ¢J ~ equal to zero then our 
solution reduces to that of Robinson and Trautman. 12 For 
this particular case Eqs. (4.8) were analyzed in some detail 
by Foster and Newman. 15 

5. ASYMPTOTIC BEHAVIOR 

We wish to determine the asymptotic behavior of the 
NP quantities, i.e., of the metric tensor, the Weyl tensor, the 
Ricci tensor, and the spin coefficients. Space-time is as
sumed to be algebraically special with repeated principal 
null vectors that are tangent to hypersurface-orthogonal and 
shear-free null geodesics. The Ricci tensor is left as general 
as is compatible with the "almost asymptotic flatness" of the 
space-time. We cannot simply put K = (T = If/o = If/I = 0 in 
the results of Ref. 5 for reasons explained in the Introduc
tion. However, we need not start from scratch since most of 
the work has been done in Secs. 2 and 3. The "solution" 
obtained there is, unfortunately, very complicated (except in 
special circumstances). Therefore, it is instructive to make 
power series expansions in order to see the asymptotic be
havior of the NP quantities. 

Accordingly, let us start by expanding each variable in 
Eqs. (2.7)-(2.9) as a power series in the conformal factor n. 
A straightforward calculation leads to the following expres
sions for the careted NP quantities: 
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r = 1.PP .. I - !Kn - ~wil)n 2 

- (.pi2) + f,Kj(2)n 3 + 0 (n 4) , 

V = - PV(PP - I)n + !PVKn 2 

+ [PVWil) - Wj(2)V(PP - I») n 3 + 0(n4) , 

OJ = - !pvj(2)n 3 _ ipvj(3)n 4 + 0 (n 5) , 

u= -pp- In+!Kn 2 
A 2 

+ (.pil) - V(2) + V(2)pp- I)n 3 

+ (!.pi2
) ~!lm - f,Kj(2) + ~PP - i(3»n 4 

+ o(n 5), 

T= n + V(2)n 3 + !imn 4 + o(n 5), 

.p2 = .pil)n+ Wi2)n 2+0(n 3), 
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(5.1) 
.p3 = - !PVKn - ~pv.pil)n 2 + o(n 3), 

W4 = - V [P 2V(PP - I)]n 

+ !V(p 2VK)n 2 + o(n 3), 

cP l2 = PV(PP - I) _ !PVKn _ ~pv.p~I)n 2 + o(n 3), 

cP22 = (lnP),11 - [P 2VV(PP - I) + KPP - I]n 

+ (!P 2VVK - 3PP -IWil»n 2 + o(n 3), 

j = - 1 - !et> ~n 2 - tet> ~n 3 + 0 (n 4) . 

Higher-order terms could easily be calculated but they be
come rather lengthy in general. The remaining careted varia
bles are given by Eq. (2.4). 

Equation (3.3) determines n as a function of(r,u,x3,x4
): 

n=r- l _j(2)r- 3 _V(3)r- 4 +O(r- 5). (5.2) 

The uncareted variables in Eqs. (3.1) and (3.2) may now 
be written as power series in r - I. Since the spin coefficient 1T 

does not vanish we transform to a parallelly propagated 
frame, where it does. The appropriate null rotation param
eter is given by 

c = ~pvj(2)r - 2 + -bPVj(3)r - 3 + 0 (r - 4) • (5.3) 

The transformation laws for this null rotation can be found 
in the Appendix of Ref. 5 for all quantities except the metric 
variables. For the latter they are 

s j' = S i, OJ' = OJ + C, 

Xi' = Xi + Cs i + C{i , 

u' = u + COJ + ciJ - cc. 
In this new frame the uncareted variables have the following 
expansions: 

K = (T = E = 1T = If/o = !/II = 0 , 
p = _ r - I + 2](2)r - 3 + if(3)r - 4 + 0 (r - 5) , 

T = - ~pvj(2)r- 3 _ tPVj(3)r- 4 + O(r- 5), 

a = !VPr- 1 
- Hv(Pj(2»]r- 3 + 0(r- 4

), 

f3 = - !(V P) [r - I - j(2)r - 3 + 0 (r - 4)] , 

A = ~ V (P 2 V j(2)r - 3 + 0 (r - 4) , 

J.l = - !Kr- 1_ (Wil) - V(2) + if(2)pp - I)r- 2 (5.4) 

+ (J,Kj(2) - !W~2) + V(3) - ~PP - i(3) 

+ f,p 2vVj(2»r- 3 + O(r- 4), 

r = - !PP - 1+ (1PP - i(2) - t1(2) - !Wil),- 2 

+ [~PP - i(3) - !Kj(2) - V(3) - !.pi2) 

+ -bP (VP)vj(2) - nP (VP)vj(2)] r- 3 

+ 0(r- 4
), 

V= -PV(PP-I)+!PVKr- 1 
A 

+ [PV.pil
) - tPV(PP - i(2» + f,PVj(2)] r- 2 

+ O(r- 3), 

si=i dl [,-I_j(2)r- 3 +O(r- 4
)] , 

.... _.... !l" 
Xi = [ iPs ,DV f(2) + iPs dlV f(2)] r - 3 + 0 (r - 4) , 

OJ= _!Pvj(2)r- 2 +O(r- 3
), 

• A A • " 

U = PP -Ir - ~K - (!/Iii) + if(2) - WP - 1(2)r- 1 
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and 

A 

- G tP }2) + V(3) + lKj(2) -lPP ~ 1(3»r ~ 2 

+ 0(r- 3
), 

'/12 = tP }l)r ~ 3 + tP }2)r - 4 + 0 (r - 5) , 

'/13 = -~PVKr-2-WV.fr~I)r-3+0(r-4), 

'/14 = - V(p2V(PP ~ I»r- I + ~V(p2VK)r-2 
+ 0(r- 3

), 

(/>0\ = PVj(2)r- 4 + PVj(3)r ~ 5 + 0 (r ~ 6) , 

(/>02 = -lV(P 2Vj(2»r- 4+O(r- 5), 
,.. 

(/>11 = (V(2) - j(2)PP ~ I)r~ 3 

+ (~.fr~2) _ iP2VVj(2) + V(3) _ ~PP ~ 1(3) 

+~Kj(2»r~4+0(r~S), (5.5) 

(/>12 = [ - ~PV.p~I) -lPVJ(2) + tpV(PP ~ 1(2») r~ 3 

+ 0(r~4), 
A A 

(/>22 = [~P2yVK - 3PP -I.p~l) + .p~I) -1j(2) 

+ ~J(2)PP ~ I] + ~j(2)(PP -1),1 

_ 2](2) P 2 P ~ 2] r - 2 + 0 (r - 3) , 

A = (- i1(2) + 1PP -1(2»r- 3 

+ GPP - 1(3) - V(3) - iKj(2) 

_ tP2vVj(2»r-4 + 0(r- 5), 

wherej(2) = - ~4>~ and]<3) = - !(/>~. Equations (5.5) 
are the reduced equations. Their left-hand sides must be 
equated to the energy-momentum tensor and the resultant 
equations must be solved in conjuction with the source 
equations. 

6. APPROXIMATE EINSTEIN-MAXWELL SOLUTIONS 

In this section the source is assumed to be an electro
magnetic field satisfying the source-free Maxwell equations 
(4.5). The physical and the unphysical field variables are 
related as follows: 

3 A. 2..... ,., 
CPo = n </>0' CPI = n CPI' CP2 = nCP2 . (6.1) 

Since the Ricci tensor is related to the Maxwell field by 
(/> afJ = CPaffJ (a,/3 = 0,1,2) we find quite easily that 
(/>00 = O(n 6) and hence thatj(2) andj(3) vanish. Many terms 
in Eqs. (5.1)-(5.5) now disappear and it becomes easier to 
calculate higher-order terms. The results are 

j= _ 1 - !(/>~n4 _ !(/>~n S + 0(n 6
), 

T = n + V(4)n 5 + V(5)n 6 + 0 (n 7) , 

n = r ~ 1 _ Jj(4)r - 5 _ V(S)r - 6 + 0 (r - 7) , 

c = 1oPVj(4)r- 4 + frj>Vj(5)r- 5 + O(r- 6), 

K = a = E = 1T = '/10 = '/II = A = 0 , 
p = _ r - I _ t(/> ~r - 5 _ i(/> &lr - 6 + 0 (r - 7) , 

a = !(V P)r - 1 _ (V(4)V P + !Pvj(4»r - 5 

- (V(S)VP+ !Pvj(5»r- 6 + 0(r~7), 
.B = !(VP)[ - r- 1 + Jj(4)r- 5 + V(S)r- 6 + 0(r- 7)] , 

T = - !PVj(4)r- S _ !PVj(5)r- 6 + 0 (r- 7), 
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r = - !(PP ~ I) _ !.fr~I)r~ 2 _ !tP~2)r- 3 

+ [ - fo.fr}3) - V(4) + ~PP - 1]<4)] r~ 4 + 0 (r~ 5) , 

/-l = - !Kr- ' - .fri')r- 2 - !tPi2)r~ 3 

_[ fotP~3) - V(4) + ~PP - Ij(4)] r - 4 + 0 (r ~ 5) , 

A = 1oV(P 2vj(4»r- 5 + rr,V(P 2Vj(5»r- 6 + 0 (r- 7), 

"Y = - PVCPP -I) + !P(VK)r- ' + pV.p~I)r-2 
+ lPV.p~2)r-3 + 0(r- 4), 

'/12 = tP~l)r- 3 + tP~2)r- 4 + tP~)r- S + 0 (r~ 6), 

1/1
3 

= _ !P(V K)r- 2 _ ~PV.pi')r- 3 _ PV.fr}2)r - 4 

- iPV.p }3)r - 5 + 0 (r - 6) , 

1/14 = -V(P2V(pp-I»r-'+1V(p2VK)r~2 (6.2) 
+ V(P2V.p~I»r~ 3 

+ !V(p2V.p?»r- 4 + 0(r-5) , 

W = - -b.PVj(4)r- 4 - frlVj(S)r- 5 + 0(r- 6), 

Si = tKl[ r- 1_ Jj(4)r- s - !i(S)r- 6 + 0(r- 7)] 

(i = 3,4), 
A 

Xi = io(Pt KlVj(4) + ptiOV.j(4»r~ S 

+ -k(Pt iOV j(S) + Pt iOV j(S»r - 6 + 0 (r - 7) , 

u = PP - Ir _ !K _ rP~l)r- 1 _ !.p~2)r- 2 

_ (.~.p~3) + .,../(4) _ f-j(4)PP -1),-3 + 0(r- 4), 

(/>00 = 4> ~r - 6 + 4> &lr -7 + 0 (r - 8) , 

and 

(/>01 =PVj(4)r~6+PVj(5)r~7 +0(r~8), 

(/>02 = _!V(P2Vj(4»r~6_iV(P2Vj(S»r-7+0(r-8), 

(/>11 = !.pi2)r~4 + GrPi3) + V(4) - 2j(4)PP ~ I)r- 5 

(/>12 = 

+ 0(,~6), 
_ !pv.p~l)r-3 _ !PVtP}2)r- 4 

+ [ - frlv.fr~3) - !PVJ(4) + ~PV(J(4)PP -I)] r- 5 

+ O(r~ 6), 

(/>22 = (!P 2VVK - 3PP -lrP~l) + .p~I»,-2 (6.3) 
_ A • ,.. ..-:-. 

+ (P 2VVl/lil ) - 2PP - 11/I~2) + 11/1~2»r- 3 

+ 0(r~4), 
A = -10'- 5(rP~3) + 6]<4) - 24PP -1(4» + 0 (r~ 6) . 

Note thatj(4) = -!(/> ~ andj(S) = -!(/> ~. If in Eq. (6.3), 
the parameter r - 1 is replaced by the conformal factor n 
then, to the order shown, we get the correct expansions in 
terms offl. 

If we now expand the first two careted Maxwell equa
tions, Eqs. (4.5), and hence obtain the field variables in phys
ical space-times by means of Eqs. (6.1), we find that 

CPI = ¢~ r- 2 _ P2V(¢gP - I)r- 3 _ ~P2V(¢~})P - I)r~ 4 

_ !p 2V(¢<02)P -1),-5 + 0(,-6), 

(6.4) 
CP2 = c$~ r- I - P(Vc$~)r- 2 + ~PV [p 2V(c$gP ~ I) ]r- 3 

+ ~PV(P2V(¢bl)P -1)]r- 4 + O(r- 5). 

Furthermore, 
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¢Jo = r- 3t$g + r- 4t$&1) + r- St$&2) + r6t$~3) 
+ r-7(t$~4) - t$r;j(4» + 0 (r- 8) . 

From the remaining two Maxwell equations we obtain 

;0 = (PVt$~ +2 PP -I t$g) + n [3PP -I t$&l) 
_ Kt$g - PV[P2V(t$gP -1)]] + O(n 2), 

'" 
¢l = [2PP - lt$~ + P2V(t$~P -1)] 

- n [P2VVt$~ + 3PPV(t$gP - I) + PV(PP - l)t$g] 

+ O(n2). 
The equations 4>a(3 = ¢Jai(3 (a,p = 0,1,2) lead to 

A " 

f~(4) - ~10,i;0 f~(S) _ l(l(l),i;O + 10,i;(1) 
--<J'f'0'f'0' --s'f'O'f'O 'f'O'f'O' 

and 

4>01 = t$gJ~n S + (t$g)t~ - t$gP 2V(JgP - I) In 6 

+ [t$~)J? - t$g)P 2V(JgP - I) 

_ !P 2t$gV(J&l)p - l)]n 7 + O(n 8), 
.. " A 

4>02 = t$gi~n 4 + [t$g)i~ - t$gpvinn 5 

(6.5) 

A A .. 

+ [t$~2)i~ - t$~l)pvi? + !P¢g v(p2v(igp -l»]n 6 
A " + [¢~)i~ - ¢(l:pvi~ + !P¢bl)V(P 2V(P -I ig» 

+ iPt$g v(p2v(i~l)p -!)}] n 7 + o(n 8), (6.6) 
A ~ A ~ 

4>1! =¢J~ifJ.?n4- [¢J?P2V(P-l¢Jg) 
+ i?p2V(p -I¢g)]n 5 + o(n 6), 
A ~ .....!:! ~ _ A 

4>12 =¢J?¢J~n3- [¢J?pv¢J~ ::t-¢J~p2V(¢Jgp-l)]n: 

+ [!Pt$~V(P2V(P -I ig» + PJV(P -I ¢g)vi~ 
_ !P2J~V(¢~I)P -!)]n 5 + o(n 6), 

4>22 = t$~t~n 2 - [t$~pvt? + t~pvt$nn 3 + o(n 4). 

Equations (6.6) must be equated to Eqs. (6.3) and the resul
tant equations must be solved together with A = 0 and Eqs. 
(6.5) for the remaining variables before Eqs. (6.2) and (6.4) 
constitute an actual solution. 

Comparing the two expressions for each of 4>ot and 4>02 
A • 

weseethat¢gi~ =Oand¢gi~ =0. Therefore,ift$g~O 
then ¢J! = 0 (r - 3) and ¢Jz = 0 (r - 2). This can be general
ized to show that as long as ¢Jo does not vanish identically the 
same result follows. To prove this let us assume that 
t$o = t$ bm

) n m + 0 (n m + !) with ¢ &m) ~ 0 for some nonnega
tive integer m. Then we find from Eqs. (2.7) and (3.2) that 

j= -1_(4+2m)-!n4+ 2m l¢bm)1 2+0(n5+zm}, 
and 

4>01 = {l21561 = - (5 + 2m)61(5 + 2m)n 6 + Zm 

+ O(n 7 + Zm), 
4>02 = n (S61 + 2&0£0) = V(P£0(5 + Zm»n 6 + 2m 

+ O(n 7+2m). 

On the other hand, 
" , 

4>ot =n S¢J:il =n5+mt$6m)i~ +O(n 6 + m
), . , 

4>02 = n 4Joi2 = n 4 + mJ 6m)i~ + 0 (n S + m) . 

Comparison of Eqs. (6.7) and (6.8) leads to the desired 
conclusion. 
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APPENDIX 

For easy reference we collect here various formulas and 
equations that have been used in this paper. 

The differential operators D, g, and A are given in terms 
of the chosen frame and coordinate system by5 

15=j~, ij=£0~ +ii~, 
an an ax' 

Li' = ~ + lj~ +ii~. 
au an axi 

Similarly, in the physical space-time 

a a· a D= -, 8,,=lU- +t'-., ar ar ax' 
a a . a 

.J = - + u- +X'-. au ar axi 
The metric equations in if are5 

A 

15ii = uti, 1561 = Sj + ufj - fj, 
J5ii = fji + fii, 
15& = Li'j + pfj + -f£0 - j(r + ~) , 
A..... AA. ~ A A. !...!.. 

oX'-.JS' ==, V2 + Y- y)S' +AS', (AI) 
A A A 

Sfi - 6i i = (-f - 2a)ii + (2& - r)ti , 
Sfj - b£0 = (f - 2a)dJ + (25 - f)fj + jV2 - fi>, 
S & - Li'61 = (ft - r + ~)dJ + ifj - $j. 
Next we list for various NP quantities the transforma

tion laws between the physical space-time M and the re
scaled space-time if. They are, respectively, for the compo
nents of the Ricci tensor: 

A .... ,. A A ~ AA 

4>00 = n 44>00 + ,0 3 [DDn - (E + €)Dn + Kim + iion ] , 
3- A 2 ......... ,.. A ,. .... ,. 

4>01 = n 4>01 + {l [Don - ifDn + (l - E~n + K.Jn] , 
2 .... ,..,.. ~ A ,. A..... A 

4>02 = n f1>02 + ,f) [o{)n - ADn + (ii - /3 ){)n + u.Jn ] , 
,. A A .!.,.. A A /"..!:; 

4>tl = n 2~\1 + !n [D.Jn + 80n - jiDn -1f8n (A2) 

+ (jJ - a - ff)8n + (jJ + E + l)An ] , 
cP I2 = n~12 + S,Jn - j1Sn - i8n + (Ii + p)Jn, 

A ~ 

4>22 = ~22 + n .- 1 [Li'Li'n - vSn - $6n + (r + y)Li'n ] , 
A = n 2j + (Dfl )(Li'n ) - (8n )(~n ) A 

+!n [6Sn - J5Jn - ~J5n + (ff + ii - a)8n 
+ #3n + Go - i -l)An ] , 

for the components of the Weyl tensor: 
~ - 4 ~ 

'/10 = {l '/10 ' '/II = n - 3'/11 , 

';2 = n - 2'/12 ' ';3 = n - t'/lJ, ';4 = '/14 , 

for the spin coefficients: 
K = n - 3K , U == n - 2(7, E = {l - 2€ , 

P = n - 1/3, i == A., V = nv , 
p=n -2(P-D~nfl), r=n -I(r-olnfl), 
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iT- = n - 1(11" + t5"inn) , Ii = n - I(a -- 8Inn) , 

Ji=Jl+Alnn, r=r-Alnn, 
for the differential operators: 

D=n- 2D, 8={1-18, ,:1=..1, 
for the metric variables: 

U = {1 -2]-1(0 _ an _Xi an), 
au ax' 

and for the components of the Maxwell Jield: 

(A4) 

(AS) 

(A6) 

3 A 2 A A 

ifJo = n ifJo, ifJl = n ifJI' ifJ2 = nifJ2 . (A 7) 

Finally, Maxwell's equations [Eqs. (J~PAl)] take the 
following form in spin coefficient notation: 

160 

DifJl - 8ifJo = (11" - 2a)ifJo + 2pifJI -- KifJ2 , 

DifJ2 - 8ifJI = - ).ifJo + 211"ifJl + (P -- 2E)ifJ2 , 
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8ifJI - AifJo = (p, - 2r)ifJo + 2rifJI - UifJ2 , 

8ifJ2 - AifJI = - v¢Jo + 2JlifJI + (r - 2{J)ifJ2 . 
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The vi rial series of the ideal Bose gas 
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The radius of convergence PRof the virial series of the d -dimensional ideal Bose gas is estimated 
by the method of Pade approximants, using at least thirty virial coefficients, which were 
numerically determined. A finite PR is found for d = 1 and 2, even though no phase transition 
occurs for these d. For d = 3, PR is consistent with Fuchs' analytical bounds, and for d = 4, 5, 
and 6, P R is equal to the critical density Pc' These findings are supported by some analytic results 
for the equation of state. 

I. INTRODUCTION 

The equation of state of a gas may be defined parametri
cally by the two fugacity series, 

and 

P = .! lb l Zl, 
1= I 

or directly in powers of p as the virial series, 

p = .! Bn pn. 
n=l 

(1) 

(2) 

(3) 

Herep is the pressure divided by kT,p is the number density, 
z is the fugacity, bl = bl(T) are the fugacity coefficients, Bn 
= Bn (T) are the virial coefficients, T is the temperature, 

and k is Boltzmann's constant. For a given model, the series 
(1) and (2) have a certain radius of convergence z R about the 
origin on the complex z plane and the series (3) has a certain 
radius of convergence P R on the complex p plane. There has 
been a considerable amount of work studying these radii for 
general systems to see if p Rand p(z R ) are related to each to 
each other and especially to see if either corresponds to the 
gas-liquid phase transition point. 1 In this paper we will in
vestigate these questions for the specific model of a d-dimen
sional ideal Bose gas (IBG). Note that, because the particles 
in this model have no repulsive core, most of the results of 
the papers of Ref. 1 do not apply here. 

For the IBG, it is convenient to make all quantities ap
pearing in Eqs. (I}-(3) dimensionless by scalingp andp by 
Ad, where A 2 = h 2/2rrmkT, h is Planck's constant, and m is 
the boson mass. For example, p is now taken to be the actual 
number density multiplied by A d. Then the bl are given by2 

b
l 

= /-d12-1 (4) 

for ad-dimensional IBG. Note that the temperature does not 
appear in the bl because Thas been combined into the di
mensionless variables p and p. For d> 2, this model exhibits 
a phase transition (the Bose-Einstein condensation) at a 
density Pc defined by 

Pc = f t· d/2 -~(d/2), (5) 
I~ I 

such that for allp > Pc> the pressure is constant and equal to 

Pc == ~(l + d /2). (6) 

The radii of convergence, z R , of the fugacity series (1) 
and (2), with the bl given by (4), are easily found to be unity 
for all d. Ford = 1 and 2,P(ZR) is infinite, and sincep(z) is a 
monotonically increasing function of z, the fugacity series 
describe the entire physical region O<p < 00. For all d> 2, 
wherep(zR) = Pc, the fugacity series describe precisely the 
one phase region O<p <Pc' and for densities greater thanpc' 
one must refer to Eq. (6) for the pressure. Thus, in the fuga
city series there is a direct connection between the limit of 
convergence and the occurrence of condensation. 

The problem of finding PR is much more difficult, be
cause the virial coefficients Bn , although formally related to 
the b l , cannot be written in closed form for this model (ex
cept for the special case d = 2). For d = 3, Fuchs has shown 
that3 

(7) 

A striking consequence of the lower bound being much 
greater than Pc = ~ (3/2);::;;: 2.612 is that the virial series con
verges far beyond the transition point. YetpR is not known 
any more accurately than by these bounds, and apparently 
the problem has not been looked at for other d. 

II. ANALYTIC RESULTS 

For d = 2, the Bn may be found explicitly in the follow
ing way. According to Eqs. (1), (2), and (4), dp/dp may be 
written as 

(8) 

where we have introduced the so-called Bose functionsgn (z) 
defined by 

g" (z) = f / -" Z I . (9) 
1= I 

When n = 0 and 1, this series may be written in closed form, 
so that 

p = gl (z) = - 10g(1 - z) , (10) 

or z = 1 - e - ", and 
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go(z) = zl(1 - z) = e P - 1. (11) 

Thus, Eq. (8) becomes 

dp = _P_ (12) 
dp eP - 1 

The right-hand side may be expanded in powers ofp with the 
aid of the Bernoulli numbers,B ;:',' and then integrated term 
by term, giving for the virial coefficients the following 
expression: 

(13) 

Thus Bl = 1, B2 = -!, and B 2n = 0 (n = 2,3,4,.··). Mak
ing use of the expression of the B ;:' in terms of the t function, 
one may also express the virial coefficients as follows: 

( - 1)" + 12t (2n) 
B 2n + I = (21T)2n(2n + 1)' n = 1,2,3,·· .. (14) 

This formula provides an asymptotic expression for B n since 
t (2n)_1 asn-oo, and the ratio test shows thatpR is exactly 
21T. This may seem surprising because the 2-d equation of 
state p( p) shows no phase transition for O<p < 00; however, 
the latter implies only that p( p) is analytic on the positive 
real axis in the complex p plane, and any singularities in p off 
that axis will make P R finite. Indeed, the complete analytic 
structure ofp(p) may be deduced directly from Eq. (12), 
which shows that dpldp has simple poles on the imaginary 
axis atp = ± 21Tin, n = 1,2,3,.··. Therefore,p has logarith
mic poles at these same points. Closest to the origin are the 
pair of singularities at p = ± 21Ti, which make p R = 21T, as 
found above. 

Unfortunately, this trick used to find the Bn does not 
work for other dimensions, as z cannot in general be elimi
nated between dpldp andp. Still, the following interesting 
result can be proven: The functional dependence of dpldp 
upon p in d dimensions is the same as the functional depen
dence of pip uponp in (d - 2) dimensions. In terms of the 
coefficientsA n in the expansion of 1/p in powers ofp, as 
defined by the expression 

1 _ ~ A n-2 - - ~ nP , 
p n ~ I 

(1S) 

this result says that A ~d - 21 = nB ~d I, where the bracketed 
superscript indicates the dimensionality. If, for example, the 
A n of the two-dimensional gas could be found, then the virial 
coefficients of the four-dimensional gas would follow imme
diately. However we have not been able to find a closed ex
pression for A ~2J , even though we know the result (12)! 

Another useful property which can be derived is the 
behavior ofp(p) about Pc (for d> 2, of courseY making use 
of the known behavior of the Bose functions about z = 1. In 
terms of a = - logz, those functions have the expansion6 

T(1 - n)a" - I + I t (n _ k) ( - a)k , 
k ~O k! 

n ¥- 1,2,3,.··, 
( - at I [ n -- I 1] 

-loga+ L -
(n-l)! rn~lm 

I ten - k)( ~~)k, n = 1,2,3,..· (16) 
k~O 

." n - I 
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which is valid for \a\ < 21T. In terms ofa,p andp are given by 

P =gl +dI2(e- U
), (17) 

p =gdI2(e- U
). 

For d = 3, Eq. (16) gives 

Pc - P = at (3/2) - (41T1;2/3) aJ/Z 

- (a2/2) t(1/2) + ... , 
Pc - P = 2 1T1/2 a ll2 + at (1/2) 

- (a2/2) t( - 1/2) +"', 

(18) 

(19) 

(20) 

where Pc = t(S/2) andpc = t(3/2), according to Eqs. (S) 
and (6). These series are written in order of decreasing im
portance for a small. Eliminating a between (19) and (20), 
we find 

(Pc - p) = t~2) (Pc _ p)2 

_ (_1 + t(3/2) t(1/2») 
61T 8~ 

X (Pc _p)3 +.... (21) 

This series contains only integral powers of (p c - p) to all 
orders, as may be seen in the following way. The two series 
given by Eqs. (19) and (20) may be thought of as simple 
power series in a 112, and successive powers of this parameter 
may be eliminated from the series of (Pc - p) by subtracting 
the series (Pc - p) raised to a successive integral power-by 
long division, so to speak. The first two terms of this proce
dure gives Eq. (21). The next term will be of order a Z, which 
can clearly be eliminated by raising (Pc - p) to the fourth 
power. After each step, there will remain a series whose lead
ing term will contain a 112 raised to an integral power, which 
can always be eliminated by raising (Pc - p) to an integral 
power. Thus, we conclude thatthe Taylor expansion of p( p) 
aboutp = Pc exists, and consequently pep) has no singular
ity at the transition point Pc' 7 This conclusion agrees with 
Fuchs' result that pep) is analytic about Pc . Furthermore, 
Eq. (21) provides the analytic continuation ofp(p) beyond 
p = Pc' and shows that the pressure decreases when p > pc' 

Next we will consider the case for d = S, for which 

Pc - p = at (S/2) - (a2/2) t (3/2) 

+ (8 1T1/2/1S) a 512 ... , (22) 

Pc - P = at (3/2) - (4 1T1/2/3) a 312 

- (a2 /2) t (1/2) +.... (23) 

Eliminating a to second order gives the relation 

t (S/2) t (S/2) 
(Pc -p)= t(3/2) (Pc -p) + t(3/2)S/2 

41T1/2 
X-- (Pc - p)3!2 + "', (24) 

3 

in which the second term contains a fractional power of 
(Pc - p), so that p is not real for p > Pc' On the complexp 
plane there is a singularity atp = Pc, and a branch cut must 
connect to it. Although (Pc - p) and (Pc - p) are both sim
ple power series in a, as in the previous case, the elimination 
of a does not give a simple power series in (Pc - p). The 
reason is that the leading term of Eq. (23) is of order a in-
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TABLE I. The virial coefficients, Bn , for various dimensions, d. 

n d=1 d=2 

1 1.0 1.0 1.0 
2 -0.35355 33905 9327 -0.25 -0.17677 66952 9664 
3 0.11509 98205 4025 0.02777 77777 7778 -0.0033000598 1992 
4 -0.03413 860509159 0.0 -0.00011 128932847 
5 0.00900 77375 0204 -0.00027 77777 7778 -0.00000 35405 0410 
6 -0.00199911965573 0.0 -0.00000 008386347 
7 0.00031171061171 0.00000 47241 1187 -0.00000 000036621 
8 0.00000 23432 7492 0.0 
9 -0.00002 66697 2643 -0.00000 009185773 

0.00000 000010281 
0.00000 00000 0706 
0.00000 00000 0027 10 0.00001314277163 0.0 

11 -0.00000 42506 4773 0.000000 00189789 
12 0.00000 09409 2635 0.0 
13 -0.00000 00703 6085 -0.00000 00000 4065 
14 -0.000000060 16153 0.0 
15 0.00000 00404 0756 0.00000 00000 0089 

n d=4 d=5 d=6 

1 1.0 1.0 
2 -0.125 -0.08838 834764832 

1.0 
-0.065 

3 -0.0115740740 7407 -0.01151 66866 0664 -0.00906 63580 2469 
4 -0.00260 41666 6667 -0.00322 748844806 -0.00271267361111 
5 -0.00079 82253 0864 -0.00120361918526 -0.00107947584448 
6 -0.00028 69405 8642 -0.00052350463138 -0.00050 27505 1708 
7 -0.00011 378368679 -0.00025 09020 5384 -0.00025895492916 
8 -0.00004 82418 1433 -0.00012859548669 -0.00014309499582 
9 -0.00002 147537035 -0.00006 92363 9579 -0.00008 32913 7682 

10 -0.00000 991915471 -0.00003871034623 -0.00005046304140 
11 -0.00000 47175 0052 -0.00002 22987 4467 -0.00003 156303208 
12 -0.00000 229712533 -0.00001 315973086 -0.00002 02606 0322 
13 -0.00000 11405 1809 -0.00000 79234 6472 -0.00001 32888 6677 
14 -0.00000 057558149 -0.00000 485183013 -0.00000 88762 2382 
15 -0.00000 029454015 -0.00000 30140 0411 -0.00000 60219 0440 

stead of a 112, and the elimination of a 3/2, for example, re
quires that Eq. (23) be raised to the i power. In the same 
manner, it can be shown thatp(p) has a branch singularity at 
p = Pc for all odd dimensionalities d>5. 

To study the even-dimensionality cases, it is necessary 
to use the second expression in Eq. (16) forgn (a). Ford = 4, 
it foIlows that 

Pc - P = a; (2) + (a2/2)(loga - 3/2) + "', (25) 

Pc - P = - a(loga - 1) - (a 2/2) ;(0) + .... (26) 

Note that, even to lowest order in a, (25) and (26) imply a 
transcendental equation for pep). The first derivative, 

_dp = _; (_2) _ ---:;=-..;('-'.2)_ 
dp P' -loga 

(27) 

goes to zero as a- 0, where p' = - ap/ aa. (For d = 3, the 
first derivative is also zero at p = Pc.) However, the second 
derivative here is infinite, since 

d 2 p = (p'?-pp" _ ;(2) 
dp2 (p')3 a(loga)3 - 00, (28) 

as a- 0, and therefore p( p) is singular at p = Pc' Likewise, 
one can show that for all even d>4, some derivative of p will 
be infinite at Pc and therefore p will be singular there. 

Because of the nature of the singularity inp(p) atpc for 
d>4, the equation of state may not be analytically continued 
as a real function beyond the condensation point. Such a 
continuation of p( p) is often identified with the existence of 

163 J. Math. Phys., Vol. 21, No.1, January 1980 

metastable states, and so it appears that there can be no me
tastability for these models. While there is an analytic con
tinuation of the equation of state beyond Pc for d = 3, it 
represents unstable states because dp/ dp < O. It also does not 
lead to a connection of the gaseous and condensed phases by 
means of a Maxwell construction, in the way that the van der 
Waals equation does, for example, and therefore seems to 
have little physical significance. 

The singularity of p(p) at p = Pc for all d>4 also im
plies that the virial series cannot converge beyond p = Pc' 
Yet this places only an upper bound on P R , since p R may be 
less than Pc ifp(p) contains other singularities on the com
plex p plane, off the real axis, and closer to the origin. The 
results of a numerical search for these singularities will be 
given in the next section. The case of d = 3 is unusual in that 
there is no singularity in the equation of state at p = Pc and 
therefore the condensation places no bound on P R • In this 
case, as for d = 1 and 2, p R will be determined by singulari
ties off the real axis. 

III. NUMERICAL ESTIMATES FOR THE RADIUS OF 
CONVERGENCE 

To find p R , we first determined the B n by eliminating z 
from Eqs. (1) and (2). This was donefor d = 1-6, typically to 
25-place accuracy and to 30th order, with the precise degree 
of accuracy and order depending somewhat upon d. The first 
15 of these are listed in Table I, to 14-place accuracy. Note 
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TABLE II. The location of the first singularity P(p). 

d 

I 
2 
3 
4 
5 
6 

Po 

(- 2.279 ± 0.015) ± i(1.486 ± 0.005) 
± 2rri 

(14.10 ± 0.03) ± i(12.07 ± 0.01) 
1.65 ± 0.03 
1.341487 
1.202057 

2.72 ± 0.01 
2rr 

18.56 ± 0.02 
1.65 ± 0.03:::::;(2) 
1.341487:::::;(512) 
1.202057:::::; (3) 

that the results for d = 2 agree exactly with (13); for d = 3 
the virial coefficients decrease most rapidly, indicating a 
large radius of convergence, and for d = 4, 5, and 6, all B n 

have the same sign (for n > 1) and decrease monotonically as 
n increases. We then used Pade approximant methods to 
obtain estimates of the radius of convergence, P R , of the se
ries (3). Specifically, for a given series/ex) = 1:j": 0 /; x i we 
determined the coefficients of the polynomials QM(X), 
PL(x), and RN(x) such that 

QM(x)(df Idx) + PL(x)f(x) + RN(X) 

= 0 (x L + M + .'1/ + 2). (29) 

We obtained the [N IL;M] integral approximant tof(x) by 
integrating this differential equation. 8 Here 

M L 
QM(X) = 1 + I qi Xi, PL(x) = I Pi Xi, 

i= 1 1=0 

and 
N 

RN(X) = I r i Xi. (30) 
i -= I 

When M = - 1, QM(X) = 0 so that one obtains the usual 
[N IL] Padeapproximantstof(x). WhenN = O,RN(x) = 0 
and one obtains the [L 1M] dlog approximant tof(x). 

In this integral approximant method, P R appears as the 
absolute value of the smallest root, Po, of the polynomial QM 
(in the case M>O) or P L (in the case M = -1). A listing of 
our estimates for Po and P R are given in Table II. The values 
were obtained by studying the integral approximants to p, 
pip, and dpldp. The apparent errors indicated for PR' ob
tained by the method of Baker and Hunter,9 reflect the 
amount by which the various approximants disagree. For 
d = 1, we have a conjugate pair of singUlarities with negative 
real part, whose absolute value gives P R ::::; 2.72. For d = 2, 
simple poles are found for dpldp atp = ± 21Ti, which agrees 
with our analysis in Sec. II. For d = 3, a conjugate pair of 
singularities with positive real part are found, and they give 
P R ::::; 18.6-well within Fuchs' bounds, Eq. (7). For d = 4, 5, 
and 6, the first singularity is on the real axis and coincides 
with the phase transitions atp = Pc' For d = 4, the uncer
tainty of our estimate for P R is rather large but is consistent 
withpR being equal tOPe =~(2)=1T2/6::::;1.644934.The 
calculation places the singularity right on the real axis, in 
which casepR must be equal tOPe' because on that axisp(p) 
is analytic for O<p <Pc' For d = 5, PR was found to equal 
Pc = ~ (5/2)::::; 1.341487 to seven digit accuracy, and the na
ture of the pole was found to be consistent with Eq. (25). 
Likewise, for d = 6,PR was found to equal Pc to high 
accuracy. 
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We have thus found, in the examples provided by the d
dimensional IBG, that there is a relation betweenpR of the 
virial series and a phase transition in the equation of state, 
but that the relation is not a consistent one. For d = 1,2, and 
3, there are singularities ofp(p) off the real axis which give a 
finite P R , even though in the first two cases no phase transi
tion exists, and in the third case the phase transition occurs 
for P much less thanpR' For d = 4,5, and 6, however, 
P R = Pc, so that the virial expansion is valid in these cases 
for all 0 <P <Pc, and points to the Bose-Einstein condensa
tion at Pc' Based upon the analytic structure of p( p) dis
cussed in Sec. II, we expect that this is true for all d>4. 

IV. RELATED MODELS 

In this section we give examples of two systems whose 
fugacity series are similar to those of the IBG for d = 3 and 
5, yet whose virial series can be simply expressed and the 
radius of convergence can be easily determined. Firstly, we 
consider a system described by the elementary equation of 
state, 

(31) 

which has a fugacity series with coefficients given by 

bl = (21T)1!2 1'- 2e -'II!. (32) 

These coefficients may be derived as follows. From Eq. (31) 
and the general relationp = z dpldz, which may be deduced 
from Eqs. (1) and (2), it follows by integration that 

z=cpe-p/V21T , (33) 

where c is a constant. The power seriesp(z) follows from the 
above by means of Lagrange's expansion,IO and comparison 
with Eq. (2) shows that the bl are given by Eq. (32), if cis 
taken to beel(21T) 112. Note that changingc only scales the b l 

and does not affect the equation of state. 
The notable feature of this equation of state is its simi

larity to the 3-d IBG. In the Sterling approximation, b, be
comes exactly I - 512, the same as for the 3-d IBG. Although 
the virial series here contains just two terms, according to 
Eq. (31), it may be noted from Table I that only the first two 
terms ofthe virial series of the 3-d IBG are really important. 
The radius of convergence of the fugacity series is again 
ZR = 1, which corresponds top = (21T) 1/2. This density also 
corresponds to the maximum value of pressure, Pc 
= (21T) 1/2/2, and therefore we may identify the former with 

the critical density Pc' Beyondp c> the pressure decreases and 
is unphysical. The radius of convergence of (31), which is 
clearly infinite, is much greater thanpc' These properties are 
all qualitatively the same as those of the 3-d IBG. The infi
nite value of p R is perhaps a big difference, and evidently this 
example demonstrates that an apparently small change in 
the b, may have a drastic effect upon P R • 

The equation of state (31) is of the same form as the van 
der Waals equation of state, in the limit that the core size 
goes to zero. Thus, for such a system, the b, are given by an 
expression of the form of (32), and the fugacity series con
verges just up to the spinodal. Although for the complete van 
der Waals equation of state its does not seem possible to find 
closed expressions for the b, by the procedure used above, it 
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does appear that the fugacity series always converges up to 
the first spinodal. For the Bragg-Williams, or Husimi-Tem
perley, 11.12 equation of state, which is similar to the van der 
Waals one, and for which fairly simple expressions can be 
found for the bl , Katsura has proven that the fugacity series 
converges exactly up to the spinodal. 1z 

Secondly, a system analogous to the 5-d IBG may be 
constructed with the fugacity coefficients, 

hi = (21Ty/2 / I - 3e - I II!, (34) 

which becomes / - 7/2 in the Sterling approximation. These 
bl imply the equation of state 

p =p/2 + «21T)1/2/6)[1 - (1 _plpJ3/Z] 

= P _ 2 (21T)I/Z f (2n - 4)! (L)n (35) 
n=2 n!(n - 2)! 4pc 

wherepc = (1T/2) liZ. This follows from (31)--(32) by virtue 
of the relation following Eq. (15), which applies here also. As 
for the 5-d IBG, ZR equals unity and corresponds to the 
density Pc where the pressure is at its maximum and has a~
power fractional singularity in (Pc - p). For large n, 

Bn - - (2n) - 5/Z(l/pcY , (36) 

and clearly PR = Pc' Note that the Bn of the 5-d IBG, as 
given in Table I, also show the above asymptotic behavior for 
large n. 

Thus, the behavior of each of these model systems is 
qualitatively the same as that of the corresponding IBG. In 
particular, for both 3-d models,PR is much greater than Pc , 
and in both 5-d models, P Rand Pc are equal. 
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The possibility of finding solutions of the instanton and monopole types to gauge field theories on 
arbitrary even and odd dimensional Euclidean manifolds respectively is investigated. Suitable 
boundary conditions for both types are given, and new self-duality criteria are developed, for 
gauge field theories on N -dimensional manifolds (N ~ 5) which are also endowed with new 
Action and Lagrangian densities. 

1. INTRODUCTION 

It is our intention in this article to extend the notion of 
instanton and monopole solutions to the Euclidean gauge 
field system to manifolds of arbitrary dimension N. 

From the point of view of application to physics, we 
hope that this may improve our insight into theories with 
finite action/topological invariants. It is also not inconceiv
able that field theories on higher dimensional manifolds may 
be of relevance to physical theories. On the other hand, it is 
hoped that the following development may be of some intrin
sic interest. 

In our presentation below we start in Sec. 2 with the 
definitions of the topological invariants, as integrals offunc
tions of the curvature. For all even N-dimensional manifolds 
a Pontryagin number is defined in terms of the curvature 
only, while for all odd dimensional manifolds a topolgocal 
monopole charge is defined in terms of the curvature and the 
section (i.e., the Higgs field). The boundary conditions that 
those solutions must satisfy are stated, and for even N, ana
logs of the self-dual solutions of N = 4 are developed. To this 
end, an extension of the operation of duality is developed for 
even N-dimensional manifolds in Sec. 3. Section 4 deals with 
the Bianchi identities for N-dimensional manifolds, and fi
nally in Sec. 5 we define an action density, leading to equa
tions of motion which are then solved identically by virtue of 
the generalized Bianchi identities and extended criteria of 
self-duality for all even N, explicit consideration being given 
to N = 6. Also in Sec. 5, we have given a modified criterion 
of self-duality for odd N = 3, which agrees with the Bogo
molny'i bound condition, and have generalized this to arbi
trary odd N, again giving explicit consideration to N = 5. 

The presentation throughout concentrates on the even 
N = 6 and odd N = 5 examples, but the extensions to arbi
trary N are obvious and straightforward, although not triv
ial. To this end we have added an appendix dealing with the 
N = 8 case, thus indicating the way for further 
generalization. 

In this paper we give no proofs ofthe existence ofthe 
types of solution considered, nor do we give any explicit so
lutions. The latter are under investigation at present. 

2. TOPOLOGICAL INVARIANTS 

A. Instantons: even N 

Following the arguments of Belavin et al., 1 we general-

ize the definition of the Pontryagin number for N = 4, to 
higher order (in the curvature) topological invariants,2 cor
responding to the solutions in question, for arbitrary even N, 
starting with N = 4: 

(1) 

q6 = __ 1_ f Tr€J.'"pur).FT).Fp"F,). d6x, (1') 
DG V6 

where V N = 2'fT'V 12/ NF (N /2) is the volume of the N-dimen
sional unit sphere and DG is a normalization factor depend
ing on the gauge group and the representation of its algebra 
in which the curvature FJ.'v takes its values. 

That q N will have an integral spectrum follows from the 
fact that the solutions we consider are required to satisfy the 
following boundary conditions at infinityl: 

AJ.'(x) - g-l(X)aJ.' g(x), (2) 
Ixl~oo 

where AI' (x) is the connection which also takes its values in 
the algebra ofthe gauge group G. Then substituting (2) into 

FJ.'v =aJ.'A" -a"AJ.' + [AJ.'.A,,], (3) 

and applying similar arguments as in Ref. 1, we see that the 
quantities defined by Eqs. (1) must have integral spectrum. 

B. Monopoles: odd N 

We define the topological invariants, pertaining to the 
solutions in question, corresponding to the magnetic mono
pole charge for the Yang-Mills-Higgs system (A,t/J ), on arbi
trary odd N-dimensional manifold, starting with N = 3, 
which is the 't Hooft-Polyakov3 solution, and followed by 
N=5, 

1'-3 = 4~ f Tr€ijk t/JFJk dS?), (4) 

1'-5 = _1_ f TrEijklm t/JFjkFlm dS\4), (4') 
fls 

where ilN = 2'fT'V12/F(N /2) is the surface area of the N
dimensional unit sphere, and dS (N - l)is the (N - 1 )-dimen
sional "area" element. Here the Higgs field t/J takes its value 
in the algebra of G and hence the field t/J a (a = 1,,, .,n for an n 
parameter group G) is in the adjoint representation of G. We 
expect that the above constructions can be generalized to the 
case where t/J a is not in the adjoint representation of G, as has 
already been done for the N = 3 case by Schwarz4 and the 
present author.5 
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That J1, N has an integral spectrum follows from the fact 
that the integrals (4), (4'), etc., are Kronecker integrals, sub
ject to the following boundary conditions: 

(Sa) 

t/J 2 -+ 7]21. (Sb) 
Ixl~oo 

The first condition (5a), is the so-called finite energy condi
tion used for the N = 3 monopole/ implying Trt/J 2 ixl~!' 
const, while the second (Sb), is a stronger condition for all 
gauge groups G larger than SU(2), and was found to be nec
essary in the N = 3 case by Rawnsley and the present 
author.6 

We end this section by extending the arguments made 
for N = 3 in Ref. 6 to the N = 5 case here. We define the 
"electromagnetic" field for N = 5 to be 

Yijkl = Trt/J I (Fij + ![D;t/J,Djt/J D,(Fkl + ![Dkt/J.D1t/J D)· 
It is straightforward to verify, using (5b), that Y ijkl reduces 
to 

Y;jkl = t Trt/JJ;t/JJjt/JJkt/JJIt/J + total divergence terms, 

such that the "monopole" charge of this "electromagnetic" 
field is 

(4") 

where, in the absence of any contribution from the total di
vergence terms in Y ijkl' (4") reduces to a Kronecker inte
gral. But comparison of (4") with (4') shows that these two 
integrals are equal for large surfaces on which condition (Sa) 
is valid, justifying our assertion that integrals (4), (4'), etc., 
are Kronecker integrals. 

3. DUALITY OPERATIONS 

We define the operation of dual on the curvature as a set 
of conjugations whose repeated application results in the 
identity operation. 

This set of operations is defined for even dimensional 
manifolds. We shall consider below the cases of N = 6 and 
N = 8 since these two cases are typical of all the others, 
namely, thoseofoddN /2 and evenN /2,respectively(N;;;.4). 

For N = 6 we start by introducing the notation 

Fj.Lvpa = {Fj.Lv,Fpa } - {F J-LP,Fva} - {Fj.La,Fpa }, (6) 

and then define the first dual as 

(I)F - i F j.Lv - 4! cj.LvparJ.. parJ..' (7) 

and the second dual is 

(2)F i F j.Lvpa = - 2! cj.LvparJ.. rJ..· (7') 

Repeated application of these conjugations then yield, 
respectively, 

(8) 

(8') 
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Similarly, for N = 8, using in addition to (6) the 
notation 

Fj.LvparJ.. = {Fj.LV,FPUTJ..}- {FJ-LP,Fvar,J- {Fj.La,Fpar..t} 
- {Fj.Lr,FpaJ.LA.}- {FJ.LA.,FparJ..}' (9) 

we have the following duality operations: 

(I) - J..- F Fj.Lv - 6! cj.LVparJ..K'1 parJ..K'1' (10) 

(10') 

(10") 

Then these conjugations close under the following repeated 
applications: 

(11) 

(11') 

(11 It) 

The case for arbitrary N needs no further comment, 
except to note that ± i in the definitions of these conjuga
tions occur only for odd N /2 and not for even N /2. 

4. BIANCHI IDENTITIES 

The Bianchi identities of an N = 3 or 4 gauge theory 
arise from the Jacobi identity for the covariant derivatives 
which can also be expressed as 

cj.LJ..pADJ..,[Dp,Da]]/=O. (12) 

For an N-dimensional manifold, (12) can similarly be ex
pressed as 

C/LtJ.'l"'/LN_ylpAD..t,[Dp,D,,]]/ = O. (12') 

It is now obvious from (12') that for n > 4, there are further 
identities of the sort 

c/LtJ.'l"'j.LN.,A.rp,,[DJ.., {[Dr,Dv ], [Dp.D" ]}l/ = 0 (12") 

and so forth, until only one index remains free for even N, 
and no free indices for odd N. 

We illustrate the above procedure explicitly with the 
N = 6 example, as that will be applied in the next section. To 
this end we recall the definitions of curvature and covariant 
derivative, 

[Dj.L,Dv]/=Fj.Lvf, 

Dj.L/=JJ.L/+AJ.Lf, 

(13) 

(14) 

and in particular, when/is in the adjoint representation of 
the algebra of G, then (14) is expressed as 

DJ.L/=JJ.L/+ [AJ.L,f]. (14') 

Using (14') in (12') and (12") we get, respectively, 

cJ.LvP"rJ..DuFrJ.. = 0 or D" (2)FJ.LvPu = 0, (IS) 

cJ.LvparJ..~ vFparJ.. = 0 or ~ v (I)FJ.Lv = 0, (IS') 

where the lengthened derivative operator ~ J.L is defined by 

~J.L {Fp",FrJ..}=JJ.L {Fp",FrJ..} + [AJ.L,{Fpu,FrJ..}], (16) 
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which looks very similar to the covariant derivative (14') but 
differs from it in that the anticommutator {Fp <7,FrA } takes 
values inside as well as outside the algebra of G. 

It is easy to see how larger families of Bianchi identities 
will arise with increasing N, and furthermore, unlike our 
considerations in Sec. 3, the results here are valid both for 
even and odd N-dimensional manifolds. For example, the 
identities (IS) and (15') also hold for N = S. Further, it is 
clear that for N = 7,8 the following identitites hold: 

D (3)F -0 
a /-lVpOTA - , 

g (2)F -0 
u pvpu - , 

a; (I)F =0 
;;:z; <T f.l.V • 

5. SELF-DUALITY 

For the special cases N = 3 and N = 4, respectively, the 
nature of the solutions of the equations of motion are very 
different. In the N = 3 case only solutions with spherical 
symmetry are proved to exist 7 and of these only a special case 
solution is found explicitIy8 by integrating the equations of 
motion. In contrast to this, for the N = 4 case the (second 
order differential) equations of motion are solved by first 
order equations of self-duality, 9 explicit solutions to which 
are known,I,10.11 and in particular for G = SU(2) all solu
tions are known. 12 

It is our purpose in this section to seek similar self-dual
ity criteria that solve the equations of motion for all cases of 
even N. As in the above, we consider the N = 6 example 
explicitly, whence the extension to arbitrary even N cases 
follows straightforwardly. 

Our procedure is essentially that of Ref. 1. We start by 
considering one of the following inequalities: 

Tr J (F,,1' - (l)F"v)2 d6 x;;'O, (17) 

(17') 

Let us consider (17), since (17') will result in exactly the 
same conclusions. It follows that 

J ( 2 2 2) 2t?D G 
Tr F /-,1' + 4! F /,1'P<7 d4 x;;. -~ Q6' (18) 

Had we chosen the action densityll to be 

Y = Tr (F!v + ~! F!vp(7). (19) 

and had we also required that 
F/,v = (l)Fp.1" (20) 

then the inequality (18) would have become an equality, and 
such solutions, corresponding to (20) would be finite action 
instanton solutions endowed with a topological invariant q6 . 

Before proceeding, we note that as a consequence of 
(20), 

F - (2) F (20') 
/-,VP<7 - /-,VP<7' 

which is the condition relevant to the inequality (17'). 
Conditions (20) and (20') are the promised extensions 

to N = 6 of the N = 4 criterion of self-duality of Ref. 1. 
Finally, we check that (20) does indeed solve the equa-
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tions of motion of the gauge field. From the action density 
(19) follow these equations of motion: 

(21) 

Using (20') and (20), in that order, in (21) we find 

D"F",. = O. (21') 

We now notice that it follows from (20) and (7) that (21') is 
the Bianchi identity (IS'), and thus the equations of motion 
(21) are identically satisfied by virtue of conditions (20) and 
(21'). 

We note that the self-duality conditions (20) and (20') 
lead to a trivial solution with vanishing curvature for 
G = SU(2). It was also found that vanishing curvature solu
tions are implied by these extended self-duality conditions 
for N = 6, G = SO(6). Thus the interesting gauge structures 
are those ofSU(n) with n;;'3. 

As a final remark we note that the procedure in this 
section is extendable to arbitrary even N, and in particular 
N = 8 is considered in detail in the Appendix. 

We end this section by applying the above arguments, 
as far as possible, to the odd N cases. We start by the N = 3 
example and consider the following inequality: 

Tr J (¥ijkF]k - Di<P)2 d 3 x;;'O, (22) 

which is obviously going to play the role that integral (17) 
played for even N. It follows that 

Tr f [!F~ + !(D;<p fj d3x;;. Tr f €ijk(Di<P) F]k d3x, (23) 

where the left-hand side of the inequality (23) is nothing but 
the energy of the 't Hooft-Polyakov' with vanishing poten
tial.s The right-hand side is equal to 21T times the magnetic 
charge. This follows by noticing that the integrand on the 
right-hand side of (23) is a total divergence by virtue of the 
Bianchi identity, 

€ijkD;Fjk = 0, 

whence, by converting the volume integral into a surface 
integral, we obtain the integral (4), which is our definition 
for the magnetic charge. We can then rewrite (23) in the 
following form, 

f 2' d) x;;. 21T/-LJ , 

and if we had required the following "self-duality" 
conditions, 

(23') 

¥ijkF]k = Di<P, (24) 

then the inequality (23') would become an equality and the 
minimum thus attained. It is easy to check that (24) solves 
the equations of motion of the 't Hooft-Polyakov system. 
We recognize that (24) is the same condition that Bogomol
ny'i 14 requires for the minimal value of the energy to be 
attained. 

We now proceed to the N = 5 case by considering the 
following inequality, 

(25) 
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which by use of the Bianchi identity, 

CijklmD;Fjklm = 0, (26) 

and the definition (4') of P 5 , can be reexpressed as 

Tr f ::.t' d sx;;.2-r?ps, (25') 

where we have taken the Lagrangian ::.t' to be 

::.t' = Tr[ i F~kl + (DJp )2]. (27) 

It is now clear that the minimum in this case wiII be 
attained if we require the self-duality conditions 

(28) 

It is also easy to verify that (28), together with the Bian
chi identities, actually solves the Euler-Lagrange equations 
corresponding to the Lagrangian (27). 

Furthermore, it is now clear what the self-duality con
ditions for higher N should be; for example, for N = 7 they 
are 

1 
-C"k"k Fk 'kk =D . .I.. 6! l}t JhlJ 3 11 liz J j I If' 

(28') 

We end this section by remarking that, for dimensions 
higher than N = 3, the gauge group must be larger than 
SU(2), for in that case one can see by taking the trace of (28) 
that this leads to the Higgs field being covariantly constant 
everywhere, and solutions of this type are not of the (finite
energy) soliton type. This is similar to the (even) N = 6 case 
where G = SU(2) led to another trivial solution where the 
curvature vanished. 
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APPENDIX 

The new self-duality criteria introduced in Sec. 5, for 
gauge theories on N = 5 and N = 6 dimensional manifolds, 
were said to be readily generalizable to arbitrary N. It is our 
aim in this Appendix to indicate this procedure by consider
ing the N = 8 case in some detail. 

For N = 8, the topological invariant, which is the next 
order higher than (1') is the following2: 

qg = --l-fcp.vP(T"rAK"TJ [Tr(Fp.vFpaFrAFK"TJ) 
DGVs 
-! Tr(Fp.vFpa)·Tr(FrAFK"TJ)] dsx, (AI) 
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and if we seek finite action instanton solutions endowed with 
this topolgoical invariant, then we must choose a gauge the
ory whose action density is determined by consideration of 
the following inequalitylJ: 

f Tr[F(2) - (I)F(2)]2 dx +! f [TrF(4) 

+ Tr (2)P(4)]2 dx;;,O, (A2) 

where F(2) denotes the 2-form Fl'v and the 4- and 6- forms 
F(4) and F(6) are given respectively by (6) and (9), and the 
dual forms (I)P(2), (2)F(4), and (3)P(6) by (10), (10'), and 
(10"). 

The expansion of (A2) gives, using (AI) 

f {Tr[P(2)2 + (l)P(2)2] + 2 [TrF(4)]2} dx 

;;.WG~~· ~~ 

I t is now clear that if we choose the action density for 
this N = 8 gauge theory to be 

.Y = Tr[P(2)2 + (I)P(2)2] + 2 [TrF(4)] 2, (A4) 

then the minimum w:ill have been attained, and the corre
sponding equations of motion, in the sense of Sec. 5, will be 
satisfied with finite total action, if the following self-duality 
conditions are satisfied: 

P(2) = (I)P(2) [or P(6) = (3)P(6)]. 

F(4) = - (2)F(4). 

(A5a) 

(A5b) 
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Calculations of Dirac··spinor amplitudes by means of complex 
Lorentz-transformations and trace calculus 
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A method for expressing spinor amplitudes M = u(p' CT')r\1U (p CT) in a formal 
covariant way and calculating them by trace calculations is described. By means of 
complex Lorentz transformations, an expression for U(pCT)U(p'CT') in terms of Dirac 
'Y matrices, four vectors, and the complex Lorentz transformation coefficients is 
obtained. M can then be wriilten as a trace of 'Y matrices similar to the expression for 
Iro11M12. The method is easily extended to cases when higher spin spinors and 
matrices are involved. 

I. INTRODUCTION 

As is well known, the square modulus of an amplitude 
written in terms of Dirac spinors and matrices can be given 
as a trace of y-matrix products. Fearin,g and Silbar1 have 
pointed out that one often wants an expression for the ampli
tude itself which does not involve spinors and Y matrices. 
They have invented a method (hereafter called the FS meth
od) to calculate the amplitude times some complex number 
by means of trace calculus. (This complex number is ex
pressed in terms of appropriate Dirac spinors). 

In this paper we present a method which enables us to 
express the amplitude itself in terms of a trace of Y matrices. 
Because we have to deal with complex Lorentz transforma
tions, our method is probably more of formal than great 
practical interest in the Dirac case. However, when higher 
spin spinors are involved, our method may be an alternative. 
It is also possible to combine our method with the FS 
method. 

II. TRACE CALCULUS IN THE S,PIN-I CASE 

The amplitude (or part of the amp:litude) can be written 
in the form 

M =M (P' a' ;pa) = ii(p' a')F MJ(PCT), (1) 

where u(pa) is a Dirac spinor corresponding to 4-momen
tum p and spin quantum number a = ± 1. u = u t Yo is the 
adjoint of u and r M involves products of Dirac Y!l matrices 
(sometimes contracted by 4-vectors). The squared modulus 
of the amplitude is then 

1M (P' a' ;pa) 12 = Tr [ [u(P' a')u(p' a')lr M [u(pa)u(pa)] r M j, 

where rM==yoFLyo. The calculation is then straightfor
ward, using2 

(p )-(P) yp + m 1 (1 -, ) u a u a = - + "'DYsy·n(3) . 
2m 2 

n(3)1' =n(3) (P)I' is the covariant spin ve:ctor obtained by 
boosting up the unit vector n~~~ = (O,n~~l): 

(2) 

n(3)(p)1' = LI' v(p)n~~~v' PI' = LI" v(P)p~O), lO) = (m,O). (3) 

L (P) is the Lorentz transformation from the rest frame 
to the frame where the particle has momentum p. For later 

use we introduce ni~l and ni~l such that ni7l, I = 1,2,3, consti
tutes a right-handed system of unit vectors, and we define 
the combinations 

n~~~) =Hn~~l + 2ia n~~D (4a) 

We also define n(l)(p) for I = 20' = ± 1 similar to n(3)(p) in 
Eq. (3), and we have 
p.n(l)(p) =0, [n(,)(p)f= -1, p2=m2, p'2=m'2. 

(4b) 
Fearing and Silbar1 multiply the amplitude Mby a com

plex number S *, where 

S=S(p'a';pa) = u(p'a')u(pa). 

Using (2), S * M can be obtained by trace calculus: 

[S(p'a';pa)] * M(p'a';pa) 

(5) 

= Trl [u(P' a')U(p' a')]r M [u(pa)u(pa)] l, (6) 

which means that S * M can be written in terms of p, p', 
2an(3)(p), and 2a'n(3) (P'). 

Our method is based on the fact that M can be written as 
a trace directly: 

M(p'a';pa) = Tr[r MH(pa;p'a')], 

where 

H (pa,p' a')=u(pa)u(p' a'). 

Moreover, we have 

Tr[H(pa;p'a')] = S(p'a';pa). 

(7) 

(8) 

(9) 

In the next section we show that the matrix H defined in 
(8) can be written in the form: 

H(pa;p'a') 

= [(y.p + m)/2m](Ya h,(+) +YsYa h'(_l) 

= (Ya h '(+1 + YSYa h (_ )(y.p' + m')!2m', (10) 

where h t +) and h (' _) are coefficients depending on the spin 
quantization in rest frame and p, p' through real and com
plex Lorentz-transformation coefficients (details are given 
in Appendices A and B). Consequently, using (10), M can be 
calculated directly [see Eq. (7)]. 
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III. COMPLEX LORENTZ TRANSFORMATION 

In the Kramer-Weyl representation, the Dirac matri
ces are 

CTp. ) 
o ' (11) 

whereCTI' = (1,0,),0-1' = (1, - 0'). an ordinary physical prop
er Lorentz transformation L (A ) is generated by an element 
AESL(2C) (i.e., A is a complex 2X2 matrix with detA = 1). 
A complex Lorentz transformation is generated by two ele
ments A ,BESL(2C) in the following way3.,: 

ACTI' B t = CTv L vI' (A,B), B - Ito-I' A - I = 0-,. L vI' (A,B), 
(12) 

which gives the following transformation for the Y I' 's: 

A (A )YI' A -I(B) 
=!(1 + Ys)Yv L VI'(A,B) +!(1 - Ys)Yv L VI'(R.A), 

(13) 

where 

A (A ) = (~ ~ _ It)' Ys = (~ _ ~). (14) 

From (12) and Tr(o-I' CTv) = 2gp.v one obtains the coefficients: 
Ll'v(A ,B ) = ! Tr(o-I'L ACTv B t). (15) 

For B = A we obtain a physical Lorentz transformation. For 
boosts corresponding to momenta p and p', we define 

Ll'v(P,p')=Ll'v(A (P).A (P'», A (P) = exp[!(()p'O'], (16a) 

where sinh(() = (Ipl/m) and p==(lIlpj)p. Moreover, we de
fine the combinations 

L I'~ corresponds to the real part (but not physical!) and L 1'--;' 
to the imaginary part of the transformations. For p = p' = 0 
we obtain 

H (Ocr;OCT) = U(OCT)U(OCT) 

= ~(y·t(O) + l)!(r·t(O) + 2ursy·n~~D, (17a) 

H (OCT;O - CT) = U(OCT)U(O - CT) 

= ~(y·t (0) + l)~ys y.n~~~), (17b) 

where g (0)=(1,0) = (lIm)p<°) = (lIm')p'(O); the n(l) 's are 
given by Eqs. (3), (4). H (PCT;P' CT') is now obtained from (17), 
(13), and u(P) = A (P)U(OCT), A (P) A (A (P», as 

L 

H (PCT;P' CT') = A (P)H (OCT;OCT')A - 1(P'). (18) 

This means that the coefficients in (10) are given by 

2h( ±)a = 0<7'0- L ~ ± )f3g <J) + e(/)L ~'f')f3 n~7~f3' (19) 

[I = 3 for CT' = CT and 1 = 2CT for CT' = - CT. Moreover, 
e(3) = 2u, e(2CT) = 1.] More details about h( ± )a are given in 
Appendix B. Explicit expressions for M for the cases r M = 1 
(i.e.,M = S), r M= Ys,r M= YJL' andr M= Ys YJLaregiven 
in Appendix C. Ifwe combine our method with the FS meth
od, we find alternative expressions for h f ± ) which are not 
given in terms of complex Lorentz transformations as in 
(19). These expressions are given in the last part of Appendix 
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C, and can for general r M be used in (7) instead of (19) and 
(B1)-(B6). 

IV. THE SPIN- i CASE 

If M (p' cr' ;pu) is the amplitude for some process where a 

spin-! particle is produced, the Dirac spin or U(P'CT') in (1) 
2 

has to be replaced by a Rarita-SchwingerS spinor Up.(P'CT') or 
a Joos-Weinberg (JW)6 spinor U[3/Z](P'CTV The RS and JW 
adjoint spinors are related by8 

UJL(P'CT') = U[3/2](P'CT'~ 13: 2,1I2lp,vYs ilm', (20a) 

U[3/21(p'U') = (1I2im')iiJL(p'CT')ys ~ 1!:2,3I2lp,a, (20b) 

where ~ [112,312] = -.I [112,312] are a set of nons quare co-JLV VJL 
variant transforming matrices which is a generalization of 
1i[ YJL,Yv) in the Dirac case. Let X <T be a spino! rest spinor 

(i.e., Pauli spinor) and X1~/21 a spin- f rest spinor. One 

obtains 

XO'(x),v2])t = a(CT,CT')0'[1I2.3/2].nm 
+ b (CT,u')K L~2.3/2]n~?!)k n~??)m' (21) 

where 0'11IZ,3/2] are vector operator (dipole transition)-and 
K L~2,3/2] tensor operator (quadrupole transition )-matrices 
to operate between spin- f and spin- ~ rest spinors (further 
details on spin- ~ matrices are given in Appendix D). The 
o(O)'s in (21) are the same as in (2)-(4); their 1 indices take the 
values 3 and 2CT depending on CT and CT', and a(CT,CT'), b (CT,CT') 
are numerical coefficients (details are given in Appendix E). 

Using (21), an expression similar to Eq.(17) can be 
found for u(Ocr)up. (OCT') and U(OCT)UI312 ](OCT'), and by means 
of complex Lorentz transformations we obtain for the RS 
case 

HI' (PCT;P' CT') 

= U(PCT)Up. (p'CT') 

= [(yop + m)/2mJ[Ya h(+)ap. + Ys Ya h(_)al'] 

= [Ya h( +) ap' + Ys Ya h( _) al' ][(yop' + m')l2m') , 
(22) 

where h( ± )ap. are given in Appendix E. For the JW case we 
obtain 

HI U2.3/2](PCT;P' CT')=U(PCT)UI3/2](p, u') 

= y.p + m (y[U2,3!2] nP-va + Y y[I/2,3/2] nP-va) 
2m p.va 5( + ) 5 I'va 5( - ) 

= (yIIIZ,3/2] nP-va + Y y[1I2.3/2] nP-va ) JLva 5(+) 5 p.va 6(-) 

X y~~2] p'T p'P p';' + (m')3 

2(m')3 ' 
(23) 

where y[1!2.3/2] and y[3/2] are generalized Dirac matrices JLva rp;' 

(see Appendix D) and 

g r~(\ = (1I2m')p'V h ,(!.;). (24) 

V. CONCLUSION 

The advantage of the method given here (over FS) is 
that we take the trace of fewer Y matrices. This can be seen if 
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we compare Eqs. (2) and (6) with Eqs. (7) and (10). But in the 
Dirac case this is not of much practical interest because 
Dirac Y matrices are easy to handle and the right-hand side 
of (6) involves at most only two y matrices more than the 
right-hand side of (7). The FS method is therefore probably 
preferable in most practical calculations. For higher spin, 
however, [u(po)u(po)] is much more complicated than for 
spin ~, while HI' in (22), say, is not too complicated. More
over, our method can be a helpful device in studying the 
amplitUde in some cases. For instance in the Breit frame of p 
and p' (where p' = - p), the complex Lorentz-transforma
tion coefficients L ~~) is very simple.' It should also be noted 
that the complex Lorentz-transformation equations (13) and 
(A 1) can be used to write the amplitude as a product of Pauli 
matrices sandwiched between spin-~ rest spinors (i.e., Pauli 
spinors. This can also be done for higher spin.') 

The results for S (P' u' ;pu) and similar quantities defined 
in Appendix C [see (Cl)-(C6)] will give the same answer as 
in the FS method. The connection between the two methods 
(see Appendix C) also gives the combined method men
tioned at the end of Sec. III. This combined method may be 
an attractive alternative for some cases. 
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APPENDIX A 

The complex Lorentz transformation coefficients can 
be calculated directly from (15) with A = exp(~wpo(J) 
B = exp(~w'P'o(J), Ipi = Ip'l = 1. But in our case it seems 
more favorable to calculate L ~~) directly. combining (13) 
and (16), we obtain 

A (P)yl' A -I(P') =y" L(+)"I' +Ysy"L(-)"I" (AI) 

which implies 

L~;) = ! Tr[ y< ± )yl' A (P)y" A - 1(P')] (A2) 

where ;0+)==1 and y<-)= - Ys' Using A (P) = cosh(w/2) 
+ aop sinh(w/2) and 'Y = aY2 = - %.00., we obtain 

A (P) = y,vYo, v-(cosh(w/2),p sinh(w/2», (A3a) 

and similarly 

A- l(p') = Yo y·v', v'=(cosh(w'/2),p'sinh(w'/2»). 
(A3b) 

Let a = (ao ,a) be an arbitrary quantity with four compo
nents. Using Yo Yl' Yo = 'PI' =(Yo - 'Y), we obtain 
[a=(ao , - a)] 

L (+ )a" = v a·v' - a (v·v') + v' a·v 
1''' I' I' 1" 

L ~;;- )a" = i£l'va/3 aV vu v'/3. 

Note that 

(A4) 

(AS) 

v2 = 1, p·v = mv·s(O), mv·iJ = p·s(O). (A6) 

Using (A2)-(A3), the coefficients L ~~) can also be 
written 

L ~; ) = ! Tr(y< ± lyl' y-vy-S (0) Y v y-S (0) y·v'), (A 7) 
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which gives explicitly 

L ~;;) = 25 ~o)(v~ v·s (0) - 5 ~O) v-v' + vI' v'.s (0» 

( I:- (0»2( , '+' ) - ~ vI' v" - gl'l' V ·V vI' Vl' , (AS) 

L (- ) = i£ v a v'/3 [21:- (O}f:- (O)A _ g A (I:- (0»2] (A9) 
)1. v fJva/3 ~ v ~ v ~ , 

which is in agreement with (A4)-(AS) because 5 (0) = (1,0). 

APPENDIX B 

Define 

N(±) L(±) "n(O) I:-(±)_L(±) "1:-(0) (B1) 
(/)1' - I' (I)l" ~ I' I' ~" , 

where the index I can take the values 3 and 2u = ± 1, as in 
(2)-(4). then, using fi(O) = - n(O), t(O) = + 5 (0), and (j·b 
= a·b, we obtain 

N ( + ) ,(0) (' (0» «0», 
(/)1' = v-v n(l)ll - v -n(l) Vii - v-n(l) vI" 

N ( - ) -' a ,/3 (OlA 
(1)1' - - 1£IW{JA V V n(l)' 

1:-( +) = v (I:-(O)_v') _ v.v'I:-(O) + V'fl:-(O).V) 
:, II J-I'6 ~ Jl II~ , 

The coefficients in (10) are then given by [see (19)] 

2h a £ I:- ( + )a + (/)N ( 'F )a 
(±)=u<T'a~ - C (I)' 

Note that s~+ )-+(1!m)pl' and 5 ~ -)-+0 whenp'-+p. 
Moreover, 

(1!m)p·s( +) = (1!m')p'·s( +) = v·v', 

p·s ( - ) = p'·S ( - ) = 0, 

(1!m)p·N( -) = - (l/m')p'·N( -) = ini7j-[v'Xv], 

p.ni7\ = 2(v.p)(v.ni7\)· 

APPENDIXC 

Using (7) and (10), one obtains 

S(p'u';pu) u(P'u')u(pu) = (2Im)p.h( +) 

(B2) 

(B3) 

(B4) 

(BS) 

(B6) 

(B7) 

(BS) 

(B9) 

= (2Im')p'.h(+), (Cl) 

P(P'u';pu)=u(P'u')Ysu(pu) = ( - 2/m)p·h( _) 

= (2Im')p'.h( _), (C2) 

VI'(P'u';pu) u(P'u')yl' u(pu) = 2h( + )1" (C3) 

AI'(P'u';pu) u(P'u')Ys Yll u(pu) = - 2h( _ )1" (C4) 

where the h( ± )I/S are given by (B2)-(B6). Similarly, in the 
. 3 h sptn- "2 case we ave 

Sit (p'u';pu) 171' (P'u')u(pu) = (2Im)Pah( + )al' 

=(2/m')p~h(+)af1.' (CS) 

Pi' (p'u';pu)=ui' (p'u')Ys u(pu) = (- 2/m)Pa h(+/I' 

=(2Im')p~h(+)ai" (C6) 

Val' (p'u';pu) ua (P'u')Yl'u(pu) = 2h( + }I'a' (C7) 

AuI' (P'u';pu)=ua (P'u')Ys Yl' u(pu) = 2h( _ ll'a' (CS) 

From (Cl) and Eqs. (5)-(10) we obtain 

IS(P'u';pu)1 2 = (2P'~+l )( 2P"~~+) ) 
= Tr{ [u(P'u')u(p'u')] [u(pu)u(pu) lj. (C9a) 
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Using (2) and the notation sJ.< ==S(p,(T)J.< =2(Tn(3) (P)J.<' we 
obtain 

16(p·h( + »(P'.h t + » 

= p.p' + (p.s')(p'.s) - (mm' + p·p')(s·s'). (C9b) 

To show (C9b) explicitly and directly from (Bl)-(BS) and 
(3) is tedious because h t+ ) involves the four component ob
jects v and v'. These objects are not 4-vectors and satisfy 
certain formulas together with 5 (0) and the 4-vectors p and 
p'. We also have to use relations like n~~~d n~~~d ... 
= I - (n~~i)2. Similar to (C9) we obtain 

2[S (p'(T';P(T)] *h( + /' 

= Trl [u(P'(T')U(p'(T')]yP[U(p(T)U(p(T)] 1 
= (4mm') -- J [i£l'aPp p,a p Pes _ s')U 

+ (1 - s'.s)(mp'l' + m'pf') + m'(p.s')l-' + m(p'.s)s'J.<], 
(ClO) 

- 2[S(P'u';p(T)]*h(_/ 
= Tr{ [u(P'U')U(p'(T')]ys yP(u(pu)u(pu)] 1 
= (4mm ') - J [p'.s pf' + p'S'p'J.< - (p' 'P + m' m )(s + s'Y' 

+ E'WUP(mp' + m'p)a s'U sP], (CII) 

± 2 [Sa (p'(T';pu)]* h( ± )PI" 

= Trl [ua(P'U')Up(P'(T')]y ± Yl" (u(P(T)U(p(T)] J, (C12) 

where y + =1 and y _ =Ys' 

APPENDIXD 

The JW equation,·6.) for spin ~ is 
2 

(y~~;lP a I' avau - m3)¢'[3/21(x) = 0 (01) 

where ¢,[312](X) is a [2.(2.~ + l)J-component spinor field and 

[3/Z] _ ( 0 
Yl"vu - i[312] 

J.<va 

t [312]) 
l.Iva-

o ' (02) 

similar to (11). We have t %2J = 1 and t L3~J = ¥PI2J, where 
SPill are the spin matrices for spin ~. Defining 

{3 [311] = (~ 

we have 

( 

[3/2] 
a[31l] = ~ S 

3 0 

y~Z] = {3 [312], ypa] = ai3/Z ] {3 [312]. (04) 

Further details are given in Refs. 4,6,7. The nonsquare ma
trices ~ ~V2.3/2] in (20) are given by 

~ LV2.3/Z ] = Ekln ~ ~111,3/Z], 

~ iI6z.3IZ] = iaillZ ,3IZ] = iys ~ i l/2,3/Z], (05) 

(

0'[l/Z.3/2] 0) l:[1/2,3/2] _ - ° 0'[ 1/2,3/Z1 ' 

~ [3/2,1/2] ={3 [3/2!(~ (lI2,3/21)t{3 [1/21 
J-lv Ilv • (06) 

The dipole-transition matrices 0'[lIZ,312] = (0'[3/2, I12 I)t oc
curring in (21) and (D6) are given by 
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CYJ ~1) aly',·m~ ~ ! o ' 
Y/3' 

(T[3/2,lIZ] = _1_ (~ ~) Z Y/'6 1 

0 Y/3' 

a\""'''' ~ v' 2/3U V 
(07) 1 . 

0 

and the quadrupole transition matrices in (21) are given by 

K WZ,lIZ] 1(uP/2,1/2 J u
t 
+ (T)3/Z,II2JUk ), 

K IF2.lI2] = 0, K W2,3/Z]-(K W2,lI2J)t, (OS) 

where the 0' are the ordinary Pauli matrices. The matrices in 
(07) and (OS) satisfy a certain algebra together with the spin 

• I.' .1 d .31.' 1 matnces lor spm 2 an spm 2' lor ex amp e: 

n-[I/Z.3/2l U[3/2,1I2] - ,,11 _ liE U 
Vk I -3Ukl 3' kim m' (D9) 

Further details are given in Ref. 8. The nonsquare y[ lIl,3111 

-matrices in (23) are given by 

Y [I/Z,3/Z] = iy ~ [1/2,311J 
J.1.va a J1V • 

APPENDIX E 

(010) 

The coefficients a and b and the I indices in (21) are 
given by 

u' = u: a = +y/ 3(2, b = 2u·a, I = II = 12 = 3, 

u' = 3u: a = - (3N2), 

b = L2u·a 1= Iz = - 2u, II = 3, 
3 ' 

U' = - (T: a = (y'6/4).2u, 

b = 2·2u·a, 1=12 = 2u, I, = 3, 

(T' = - 3u: a = 0, b = 2u.Y/'2, II = 12 = 2(T, 

Using (20), (21), (AI), (09), one obtains 

h ([ = .E'(±)a~a(uu')n(O) +F(~)a 
( ±) I" ~ 3 '(llJ.< J.<' 

where 

F(~)a = L (~)a F(O)v 
J.< v jL , 

F~~ = Fa(u,U')Emkr nmr + b (u,(T') 

(El) 

(E2) 

(E3) 

X [~ks 8rm + ~kr bsm - !Osr bkm ]n~7.~r n~7.~s· (E4) 

'H.W. Fearing and R.R. Silbar, Phys. Rev. D 6, 471 (1972). 
'We use a metric wherea·b = aobo - a·b and the following normalization of 
Dirac Spinors: ii(pu')u(pu) = 0a'<I' 
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On the stable analytic continuation with rational functions 
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We discuss the use of rational approximants in the performance of stable analytic 
extrapolation from interior points of the analyticity domain to other interior. points. We 
show that the instability of analytic extrapolation and the presence of nOIse sets an 
upper bound to the number of parameters that can be used in the soluti~n. We 
generalize this result to other classes of functions which are used to fit expenmental 
data and present a number of practical examples in form factor analysis. 

1. INTRODUCTION 

The process of data analysis in high energy physics in
volves analytic continuation as an essential step. The prob
lem of analytic continuation is known to be mathematically 
ill-posed; by this one means that, although the analytic ex
tension of a function defined on a certain piece of curve C in 
the complex plane is uniquely determined, the extensions of 
functions differing on C by any amount, no matter how 
small, can be arbitrarily different, at points lying outside C. 

Consequently, the problem ofthe analytic extrapola
tion of a function given with errors on C-the "data func
tion" -is, strictly speaking, meaningless. However, if one 
knows that the data refers to a function-the "true func
tion"-which is holomorphic in some domain D of the com
plex plane, it is not absurd to try to devise a method of con
tinuation, enjoying the property of stability: this means that 
its results, dependent on both the data function and the size 
of its errors, should converge in some sense to the "true" 
continuation, as the errors shrink to zero on C around the 
true function. Such stable analytic extrapolation procedures 
have been developed lately. \-5 

Their prescription for the extrapolation is not uniquely 
defined. The function which is taken as the extrapolate of the 
data, and for which stability can be proved, obeys an extre
mal property: usually it is that analytic function for which 
some norm 1I·lIaD on the boundary aD of D attains its mini
mal value that is still consistent with the errors E of the data 
function on C. Crudely speaking, in order that it converge to 
the true result, the extrapolate should not oscillate in D more 
than is strictly required by the data. 

There is much arbitrariness allowed in the precise defi
nition of this extremal property. By changing the type of the 
norm on aD, we change the extrapolation, but we still get a 
convergent result in the limit of zero errors. The rate of con
vergence changes, however, in an uncontrollable way. If we 
had some theoretical information about an upper bound for 
such a norm on aD, we could estimate, in principle at least, 
this convergence rate. Such information is in practice usual
lyabsent. 

To summarize, analytic extrapolation methods require 

d)Supported by Deutsche Forschungsgemeinschaft, Bonn·Bad Godesberg. 

in general the extremal elementfe of the problem: 

inf{IVllaD IIV - h Ilc<E}, (1.1) 

where II f - h lie is some way of measuring the goodness of 
the fit to the data on C (this is usually fixed by statistical 
considerations to be a X 2 expression). The choices of the 
norm 1I·llaD are at present done in such a way that the compu
tational algorithm for the extrapolation be maximally simple 
or that the aesthetic quality of the extrapolate come closer to 
the standards of some physicist. 

The methods developed in Refs. 1-5 have been exten
sively applied in practical analysis. 5-9 

Despite the concern with aesthetics, the functions in 
terms of which the extrapolate is obtained have only a re
mote connection to the models in use in high energy physics, 
or even with standard approximation techniques, like the 
Pade one. Conversely, functions which fulfill the require
ments of analyticity, but singled out by models, rather than 
by the mathematical techniques of Refs. 1-5 are used exten
sively in practice to fit data, without much regard for the 
stability problem. The excuse is sometimes that the simplic
ity of physics should select the solution with the smallest 
number of parameters. The most notable example is offered 
by rational approximants, which fall completely outside the 
scope of Refs. 1-5, despite their eminent physical relevance. 

The stability of rational approximants under noise has 
been studied to the knowledge of the author, only "experi
mentally", in connection with the Pade technique. 10 The 
results are given as criteria fixing the numbers of terms 
which one must use in the solution in order to avoid fitting 
the noise and the development of instabilities. There is, how
ever, no theoretical justification for these rules. 

In this paper, we wish to ask the following question: Is it 
possible to choose the norm II II aD in such a way that the 
extremal element of (1.1) is naturally expressed in terms of 
rational functions? We shall prove that this is indeed the 
case, and show that it is possible to set an upper bound to the 
number of terms needed in the extrapolatefe' This bound is 
different from the simple one given by the number of experi
mental points used in the fit, exists even for a continuum 
distribution of data, and is related to a peculiar property of 
the norm we choose. The estimates we give for it are rather 
coarse, but we try to make it plausible by means of practical 
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examples that, by further refinement, it can be made quite 
low. The existence of this bound shows that we are able to 
produce, for any distribution of data, discrete or continuous, 
a sequence of rational approximants to it, whose poles lie 
outside a known holomorphy domain D and which tend to 
the data pointwise inside D. 

In Sec. 2 of this paper, we discuss unstable problems in a 
general, slightly geometrical setting and analyze the relation 
to their reformulation, Eq. (Ll). Most of the results of Sec. 2 
are known, but an attempt is made to generalization. In Sec. 
3, we show that certain choices of the stabilizing norms do 
lead to stable extrapolates which contain a finite number of 
parameters, in particular to rational functions. 

In Sec. 4 we derive an upper bound for the number of 
parameters that is needed in the stable extrapolation. The 
bound depends on the data function itself and on the noise. 
The procedure can be generalized to the other stabilizing 
norms, discussed in Sec. 3. In Sec. 5, we discuss applications 
to the analytic extrapolation in form factor problems (of the 
nucleon and pion). The conclusions contain some general 
remarks on the use of analytic extrapolation techniques in 
practice. The appendices gather some relevant numerical 
results. 

All the discussion below refers to the extrapolation 
from interior points of the analyticity domain D, lying along 
a bounded data region C, to other points interior to D or to 
the boundary aD of D, as is the sitation in form factor prob
lems or phase shift analyses. 

2. UNSTABLE PROBLEMS AND "FLATTENED" BODIES 

We wish now to review unstable problems in more ac
curate terms and introduce some notation. 

A. Description of the data 

We denote by H (D) the vector space of functions holo
morphic in the domain D. The function ofinterest,fo(z) 
Ell (D), is measured at N points Zj along the curve C, with 
errors a(z;) and the results are the data function h (zJ. We 
judge if a certain functionf(z)ElI (D) is in reasonable agree
ment with h (z) on C, by computing 

x;(f - h )- f I/(z) - h (Zj)\2 - ( I fez) - h (zWdp(z) 
j = 1 W(Zj) Jc 

(2.1) 

and thencomparingx;(f - h )withacertain valueX6, which 
is supposed to be known in advance. In (2.1), dp(z) is a dis
crete measure with support concentrated at a finite number 
of points. 

We can generalize (2.1) to the case of an arbitrary posi
tive measure dp(z) on C, and a continuous data distribution 
h (z). Many of the results that follow are independent of 
whether dp(z) has discrete or continuous support. However, 
true analytic extrapolation can be performed only off an infi
nite number of points, and we still have to see what we mean 
by this when we use only a finite number. For continuous 
data distributions we shall assume that S c dp(z) is finite and 
that hEL 2(p). 

It is natural to regard X~ as a norm in a Hilbert space 

176 J. Math. Phys., Vol. 21, No.1, January 1980 

L 2( p) of complex square integrable functions defined on C. 
We wish to study the behavior of approximants in the 

limit of "errors going to zero." This means the following: 
For any E, there exists a data function hE which is such that 
X~(hE - fo)<X6E; the approximants/.ElI (D) satisfy 
x~(f. - h.) <X6E, and clearly x~(f. - /0)---+0, when E---+O. We 
notice that, with this definition, we keep the relative magni
tude of the errors at different points unchanged, and let only 
an over-all scale factor go to zero. 

B. Stabilizing bodies 

If dp(z) is not of finite type, X~ can be regarded as a 
norm in H (D ); indeed X~ (f) = 0=;>/ = 0 for fEll (D ) by the 
uniqueness of analytic continuation. We call this normed 
space H¥,. Clearly, convergence in Hx' cannot be used to set 
up reasonable approximants to functions inH (D ): Two func
tions in H (D) which are close to each other according to X~ 
may be very different at points lying outside C, This is just 
the statement of the instability of analytic continuation; a 
possible proof is given in Ref. 11, Appendix A. We conclude 
the open sets in H , are "too coarse." x 

We are interested in definitions of convergence which 
require an approximation of the limit function also at points 
of D, lying outside C. For the moment we refer loosely to 
such an interesting convergence as an "i-convergence." Only 
those convergences are really interesting which are strictly 

j 

stronger than the X;' one:fn-f=;,x~(fn - f)---+O, but not 

conversely. 
We say that a set Y CHx' is a stabilizer with respect to 

a certain i-convergence if it is closed with respect to X~ and 
any sequencefNEY which converges in the sense of X:' also 
converges according to i. This means that, by intersecting 
with Y, we can throw out enough elements in each open set 
of Hx" so that X~ convergence becomes equivalent to an 
interesting i-convergence. Practically we know then how to 
find i-approximants to the true functionfa, if we know that 
foEe'/': any function.t:EY, which satisfies 

X~(fE - h.)<X~E (2.2) 

is such an i-approximant. Indeed, since/oEY, we are sure 
that such anf. exists; we deduce X~(.t: - /0) <2X6E and so 
lim. 40(i)f. = /0' 

We now wish to see how one obtains such stabilizing 
sets: A sufficient characterization is given by Tykhonov. 12 

Theorem 2.1: If ,,/, is compact with respect to i-conver
gence, then it is also a stabilizer with respect to it. 

Proof Clearly, Y is closed with respect to X~ conver
gence, because it is closed with respect to i. We can assume 
OEY. Let then/n E.r be a sequence of elements which con
verges with respect to X~ to an element/EY and has a unique 
limit. From/n we can extract an i-converging subsequence, 
tOI'EcY'. Then, also x~(f~ - 1')---+0. Since x~(f~ - f)---+O, 
we conclude 1';'(1' - f) = 0 and, because X~ is a norm, that 

i 

I' = /andf;,---+f· This is true for any converging subse-

quence, and we conclude thatln---+/. 
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We shall assume from now on that the set Y is also 
convex. This is always the case in practical applications, 
since convexity mirrors our ignorance best. 

C. Stabilizing levers. Critical values 

We have shown how we can find approximants to the 
true function, in the sense of a quite freely defined i-conver
gence. This works only if the true function is known to be
long to the stabilizing body Y. In many cases, we do not 
know this, but we can almost always assert that the true 
function can be brought inside the body MY, M> 0, for a 
sufficiently large value of M. We call M a stabilizing lever. 

We wish to show now how, even if we do not know this 
value of M, we can nevertheless construct an i-convergent 
sequence of approximants to the true function. 

To this end, for a given M and a data function h, define 
v 2 

. (M h ) to be the smallest distance from h to MY. It is I'\.pmm ' 

relevant that: 
Theorem 2.2: There exists a unique function in M,J" for 

which the smallest distance is attained. 
Proof This is just the statement that the minimal dis

tance to a closed convex set in the Hilbert space L 2( p) is 
always attained by some element. 13 

Clearly, X~in<M) is a monotonically decreasing func
tion of M. For errors of magnitude Ewe define Mo(E,h )to be 
the smallest value of M for which X~ rnin(Mo,h ) = X~E (if this 
value exists) and we call the corresponding extremal func
tion!>\f,,(€);h' Mo is called the critical value of the stabilizing 
lever. 

Consider now a sequence of data functions hE which 
approximate the true functionfo increasingly well in X~ 
norm: 

X~(h€ - fo)<X6E (2.2') 

and let M true be such thatfoEMtrue'Y' Then we are sure that 
MO<hE;E) exists and Mo(hE;E)<,Mtrue' Consequently 
I' EM Y for all E. With the help of Theorem 2.1, we j Mo(E);h~ true 

have now proven the following. 14 

Theorem 2.3: The functionsfM,,(E);h. converge (i) to!o, as 
E-D. This statement is, in our opinion, important, because 
no knowledge of M,rue is assumed and we still get conver
gence. We do not know, however, how good this conver
gence is (unless we know Mtrue ). Even if M true is known, we 
shall see that the computation of Mo and of the correspond
ing extremal functionfMo fM,,(€);h. serves estimating the 
quality of the extrapolation. We conclude that the problem 
of analytic continuation is turned into the well-defined task 
of finding Mo andfMo rcf. Eq. (Ll)]. 

D. Finite numbers of points; geometrical interpretation 

Assume now that dp(z) is of finite type, with support at 
I Zi) i"= o' It is now natural to define the analytic extrapolation 
of data given at these points as the functionfMo(E);h~') for a 
certain choice of the stabilizing set Y (convex and i-com
pact). The existence of at least one such function is ensured 
by Theorem 2.2, if fo EM Y for some M. 

Now, the limitf Mo(E);h~V,--"fo means that we must allow 
both E--->-O and N-->oo. If only E-D, the functionsfZ,o(E);h. do 
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not have as limit the true function, but the function with the 
smal1est M, which assumes a given set of values at the N 
pointszi · 

If E is sufficiently small and N is sufficiently large, the 
functionsfMo(E);h;" can (i) approximatefo as well as one 
wishes. To see this, let I Z n J ;:' = 0 be a sequence of points on C, 
and letf(N) be the function with the smallest M M~~ 

min 

which assumes the values!o(z\),,,,,!o(zN) at the firstN points 
zw .. ,z N' If N is sufficiently large,J~2 is arbitrarily close (I) to 
fo. This follows sincef~~CMt,.ueY for all N. On the other 
hand, at fixed N, the functionfM,,(E);h;" is arbitrarily close to 
f(N) if E is sufficient small. This proves our assertion. 

mm When dp(z) is of finite type, we can picture the Mo prob
lem in L 2( p) as follows: Along the N axes of L 2( p), we 
measure the values of holomorphic functions at z I ,z2 , ... ,z N' 

The set of admissible values according to statistics is a sphere 
(or ellipsoid) centered around the point of coordinates 
hI ,h2 , ... ,h N (and semiaxes 0'1 '0'2'''''O'N).1t is important that 
the noise is isotropic with respect to the axes [Eq. (2.1)]. 

The set of values assumedatz l ,z2 , ... ,zN by the functions 
belonging to the stabilizing set Y makes up a closed convex 
body Y N' This set is dilated, or contracted by a factor M, 
until it just touches the sphere X~ = X~; the corresponding 
value of Mis Mo. 15 

It is helpful to notice that the instability of analytic con
tinuation is synonimous with the fact that the body Y N is 
"flattened," i.e., it has the property that, for any r> 0, there 
exists a number N r or dimensions (an index N r in the se
quence ! Zn I;:' ~ 0)' so that Y N contains no sphere of radius r 
for N>Nr • 

To see this, consider the set Y' of sequences 
I f(zn)},~'=O of values assumed by functions in Y at the 
points {zn 1;:,= 0' and for some sequence Lit (zn)i;:' = oEY' the 
"sphere" of sequences (h i I i"= 0' so that 
~"" [I' (z.) - h ]2/er < r. The instability of analytic con-1= 1 JI J I I 

tinuation means that, for any r, there are points I hi J i': 0 in 
this sphere, so that there is nofEY withf(z;) = hi' for all i. 
If, on the other hand, Y N did contain a sphere of radius r, 
for any N, we could contradict this statement. 

We conclude there are directions in L 2( p) along which 
Y N gets increasingly flattened, as N increases. We notice 
then that the experimental point hI ,h2 , ... ,h N which is the 
noise-affected "measurement" of a point in Y N' has almost 
no chance to lie inside .9' N; the isotropic noise throws it, 
with a probability going to 1 as N--->-oo outside .Y N' We ex
pect therefore that the minimal distance from h to .9' N is 
(almost) always nonzero, even for quite large values of the 
scale factor M (see also Sec. 2E). 

The simplest example of such a flattened body is an 
ellipsoid 

N 

" kv2 =M2 ..L- J .. 1 (2.3) 
i= \ 

[Yi = f(z)], with Ai rapidly increasing with i. Its surface has 
regions oflarge curvature (almost "edges") at the ends ofthe 
big semi axes and "flat" regions at the ends of the small 
semiaxes. We expect then the following effect: There is a 
much larger probability for the function which realizes the 
smallest X 2 in Y N to lie near the region of "edges" than on 
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the fiat sides. We expect then that the extremal function can 
be very well approximated by a few of its components, lying 
on the big semiaxes of (2.3). 

In this paper, we shall describe certain stabilizing sets 
Y, whose images Y N do not have just regions of high curva
ture, but well-defined "edges," that is, points on their surface 
at which a continuum of planes is tangent to Y N' We shall 
show that these "edges" can be described by a smaller num
ber of parameters than is needed by the whole N - 1 dimen
sional surface. As a consequence, we expect the exact extre
mal function (rather than approximants of it) to have, in 
these situations, a simple structure, if the data function is 
sufficiently simple. This is, in the opinion of the author, the 
basic reason why rational functions appear as solutions to 
problems like (Ll); we shall deal with this in Sec. 4. 

E. Examples 

We now discuss some examples,just to show that gener
ality has been profitable. Let us namely see how we can 
choose.Y (the "i-convergence") so that, for any zED, the 
sequence of values ofthe approximantsh (z) converges to the 
value of the true function,!o(z). 

el: There are many ways in which we can identify this 
requirement with that of weak convergence in a certain 
normed linear subspace of H (D ). Indeed, if D is mapped onto 
the unit disk, for any H P subspace of H (D), 13, 16 p;;;d, the 
integrals 

fez) = r f(~')dz' (2.4) 
JaD z -z 

are well defined for any z inside D, and represent bounded 
linear functionals on HP,p> 1. So, it is sufficient to take the 
(I) compact set of Theorem 2.1 as any weakly compact set of 
HP,p> 1. For 1 <p < 00 any bounded set inHP norm has this 
property (by the Alaoglu theorem 13 and the Riesz represen
tation of linear functionals 17). For p = 00, any bounded set 
contains a subsequence which converges pointwise on com
pact subsets of D, by Montel's principle. 13 So, any set .Y of 
the type 

1\ flip <M, 1 <p< 00 , (2.5) 

can be taken as a stabilizing set. These stabilizing sets have 
been used in practice extensively, particularly the H2 and 
H 00 ones.1.3,4,5,15 

e2: Instead of resorting to the Cauchy representation, 
we can use the Poisson one (Schwartz-Villat13

), by which we 
regard the value at an interior point as a continuous linear 
functional over some normed space of real functions defined 
on the boundary: 

fez) = - -- dO'(;) , 1 f ;-+z 
21T aD;- - z 

(2.6) 

where 0'(; ) is a function with bounded variation. We choose 
then weakly compact sets in such spaces of functions. In 
(2.6) ;- maps the domain D onto the unit disk. 

Iff(z) is real analytic, and the boundary aD consists of a 
cut, we have a Cauchy formula, similar to (2.6). in terms of 
the imaginary part dO'(;): 
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fez) = ~ i dO'( ;-), ;- real. 
1T cut ;- - Z 

(2.7) 

If dO'(;) = ;.(; )d;- and ~) belongs to some L p(aD ). 
I <p< 00, any bounded set in such an LP is weakly compact 
and stabilizes the extrapolation. So, the set .Y can be chosen 
of the form II~ )lIp <M . 

It is interesting to consider some special cases: 
(a) A bounded set in the space of functions of normal

ized bounded variation on aD, 

r idO'(;)I<M. 
JiJD 

(2.8) 

The space of functions of normalized bounded variation is 
dual to that of continuous functions defined on aD. The set 
(2.8) is then weak-*-compact (by Hel1y's theorem or. equiv
alently. by Alaoglu's theorem) and again serves our purposes 
as stabilizer (i.e .• any bounded sequence !,un l contains a sub
sequence !,u~ 1 so that sfd,u~ converges. for any continuous 
functionfon aD). The set Y described by (2.8) is the one 
which produces rational functions as elements of minimal 
distance to an exterior point h. 

(b) A closed subset of(2.8) is that of bounded positive 
measures. It is the only one which occurs sometimes more or 
less naturally as a stabilizing condition, because of positivity 
requirements on the amplitUde. This set is of interest in the 
discussion of the extrapolation from interior points of D, 
under an L 00 stabilizing condition. 

(c) We shall also use (Sec. 5) the condition 

- 0-0 (;)<0(;)<0-0 (;), (2.9) 

which is a closed subset of (2.8) [0-0 (;) is a given function), 
We might be interested in producing approximants 

which converge even on the boundary aD of D to the value of 
the true function (extrapolation to the cut). For zEiJD, the 
functional (2.6) is unbounded on the sets described above. It 
is nevertheless bounded with respect to the uniform norm of 
~ )(dO'(; )==~ )d;-) on the subset of functions which are 
Holder continuous of some index a>ao > 0 on aD. Accord
ing to the Arzela-Ascoli theorem, the set of functions;' for 
which sUPz/,zft8D ic7(ZI) - c7(z2)lllzl - z21 ao is bounded, is 
compact in the uniform norm. Then, according to Theorem 
2.1, within the set of functions for which this quantity is 
bounded by some number, the extrapolation to the cut is 
stable. 18 We discuss an application ofthis to the pion form 
factor in Sec. 5D (a = 1). 

It is interesting to see the relation of these facts to the 
reproducing kernel methods for analytic continuation, in
troduced in Ref. 19. To this end, let us notice that stability on 
the cut is expressed. e.g., by the statement X~(fE - fo)--O 
implies SUPZEiJD I fE(z) - fo (z)I--+O· Consequently. according 
to Theorem 2.1 we should be able to isolate a compact subset 
in the set A of analytic functions continuous on the bound
ary. The following statement is then relevant: 

Let L be a Hilbert space of functions analytic in Izi < 1, 
whose norm we denote by II-III' and which admits ofa repro
ducing kernel H (z,w). Assume the latter is such that, for any 
z, Iz\ = 1,H(z.w)iscontinuouswithrespecttowon \wl = 1. 
Then a bounded set with respect to II III is compact with 
respect to uniform norm on \z\ = 1. 
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This is a consequence of the Arzela-Ascoli theorem. To 
see this, it suffices to show that the set offunctionsj, Ilflll 
<.K is uniformly bounded and equicontinuous on Izl = I. 
Uniform boundedness follows from the boundedness of 
H(z,z): 

I/(zW = I (H (z,w),f(w» \ 12<. II l(w)lIiH(z,z)<.K 2M. 
(2.10) 

Equicontinuity follows from 

If(z\) - l(z2W = 1 (H(z\ ,w) - H(Z2,W\ ),f(w» I 12 

<X2I1H(z\ ,w) - H(z2,w)lIi 

= KZ(H (z\ ,z\) - H(z\ ,zz) - H(Z2,z\) 

+ H(Z2,Z2»<X 2IH(z\ ,z\) - H(z\ ,z2)1 

+ K 2 IH(Z2'Z\) - H(Z2,z2)1 . 
(2.ll) 

We notice that the degree of continuity of lis dictated by that 
of H (z,w). Equations (2.10) and (2.11) prove the announced 
statement. 

Reproducing kernels with various degrees of smooth
ness on the boundary are discussed in detail in Ref. 19. In 
particular, the author introduces there the two parameter 
hypergeometric kernel 

H( ) _ ~ F(2v+b+ I)F(b+n) (* )" 
Z\,z2 - ~ Z\Z2 , 

"=2F(2v+b+n + l)F(b) 
(2.12) 

which is sufficient by flexible to accommodate many hypoth
eses concerning the behavior of the function on the bound
ary. Practical applications are discussed in, e.g., Refs. 6, 20, 
21. The analysis of Ref. 7 uses a space of functions corre
sponding approximately to the choice: v = 1, b = 0 in (2.12). 
More exactly it reads for this case: 

H (z 1 ,Z2) = I I (ZTZ2)z . (2.13) 
n=O (n + 1)3 

If Rn denotes the coefficients of (ZTZ2) in (2.12), (2.13), 
the norms for which the kernels (2.12), (2.13) are reproduc
ing are 11/111 = };:=oc~Rn' where Cn are the Taylor coeffi
cients off 

e3: After having described some ways in which an inter
esting convergence can be chosen, we now tum to some prac
tical examples concerning the flattening of the stabilizing 
body, discussed in Sec. 2D. 

"Flattening" is equivalent to the statement that the 
measurements of the values of an analytic function inside its 
holomorphy domain have a large chance to produce results 
which are inconsistent with analyticity and a "reasonable, 
physical" value of the bound M for a large enough number of 
points. The analysis of the data in the spacelike region of the 
pion form factor offers such situations, since a value of the 
bound M [L 00 norm, cf. Eq. (2.5)J in the timeIike region is 
approximately known. 

In Ref. 22, the authors obtained bounds, by means of 
analyticity, for the value of the pion form factor at various 
spacelike points from a timelike bound and knowledge of a 
few, "experimental" spacelike values. Their results got in
consistent with the measured values at those points, if they 
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took into account more than three spacelike values. This is 
not due to any systematic experimental errors, but just 
shows the "flattening" effect of the timelike bound. 

Another example of how sensitive a property analytic
ity and boundedness together represent can be obtained by 
computing, for the pion form factor, for instance, the mini
mal timelike bound for which the centers of the experimental 
points are the trace of a function analytic in the cut plane. 
This is done in Appendix A, for an increasing number of 
such points taken from actual experiments. By the same 
mechanism, the computation of the minimal value of the 
hadronic contribution to the muon magnetic moment leads 
to values 104 larger than the true one, in the situation when 
errors are not taken into account (see Ref. 23 for more 
details). 

We emphasize that these statements concerning "flat
tening" are strictly equivalent to the statement of the insta
bility of analytic continuation, and contain no new informa
tion. In the opinion of the author, they can help, however, 
specify in geometrical language the problem of analytic 
extrapolation. 

3. DESCRIPTION OF THE EXTREMAL FUNCTIONS 

We now turn to the problem of actually finding X~in 
and the corresponding unique extremal function for some 
stabilizing bodies Y. 

We shall deal only with the stabilizers described in Sec. 
2, e2, e3, i.e., with sets of hoI om orphic functions described 
by 

I(z) = 1 k (z,w)da(w) , (3.1) 

where k (z,w) is the Poisson, Cauchy, or a related kernel (see 
Sec. 5q. The values of the function/(z) on C, which are 
measured, will be assumed to be real, as is the case in prac
tice. The function k (z,w) is analytic in w, in a neighborhood 
of the domain where the integral is performed, and assumes 
for ZEC real values as a function of w in the integration do
main. The stabilizers of Sec. 2, el, particularly the L 2 ones, 
have already received much attention. 1.4,15 We shall use the 
notation ( , )p for the scalar product defined by X~, Eq. (2.1). 
We shall assume that I is compact, although this is by no 
means essential. A well-known characterization of the extre
mal elementl(z) in Y is given by the following: 

Theorem 3.1: For any lEY 

(h -1.1)p >(h -1.I)p. (3.2) 

Proof This follows by writing 

~ Ilh - AI - (1- A 11l1~>0 (3.3) 

at A = 0, for any lEY. We shall denote for convenience 

(3.4) 

It is the unit normal to the plane tangent to Y N at the extre
mal pOint/. 

We can now describe the points of minimal distance 
from Y to h, when we choose Y to be generated by the set 
(2.8). 
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Theorem 3.2: The function/generated according to 
(3.1) by do-(w) obeying (2.8) on which the minimal distance 
is attained is of the form 

f<z) = L Ai k (z,wJ , (3.5) 

where the sum extends over a finite number of terms and 

(3.6) 

Proof We notice first that, as a corollary of (3.2), if we 
choose 

do-(w) = ± M8(w - wo)dw, woE!, 

we have the inequality 

(n,f),;p I (n,k (.,wo»" 1M 
for all Wo in the domain of integration in (3.1). 

(3.7) 

(3.8) 

We have then the following chain of inequalities, using 
(3.1) and (3.8): 

(n,f)" = (n,l k (Z,W)da(W»)" 

= I (dU(w)(n,k (.,w»" <llda(w)ll(n,k (.,w»" I 
(3.9a) 

< r IdU(w) I (n,f)" 
JI M 

«n,f)p 

(3.9b) 

(3.9c) 

We conclude that inequalities (3.9a), (3.9b), and (3.9c) must 
turn into equalities. Inequality (3.9a) requires 

sgn[dU(w)] = sgn(n,k (-,w»" (3_10) 

for w in the domain of integration. Inequality (3. 9b) requires 

(3.11 ) 

at all points of the domain of integration where da(w) #0. 
But (n,k (-,w»p is an analytic function of w, which is 

real in the compact domain of integration. It cannot assume 
either of the values ± (n,f/ M) more than a finite number of 
times. We conclude 

da(w) = I Ai 8(w - wJldwl , (3.12) 

which shows that the extremal function is indeed of the form 
(3.5). Finally, inequality (3.9c) requires condition (3.6). 

By using the same reasoning, we can also get the follow
ing results: 

(a) For the body Y + , generated by functions with 
positive real (or imaginary) parts: 

Theorem 3.3: The functionf, generated via (3.1) by 
do-(w) obeying 

da(w»O, wE! (3.13) 

on which the minimal distance to Y + is attained is of the 
form 

(3.14) 

where the sum extends over a finite number of terms. 
Proof For this situation, Theorem 3.1 implies both 
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(n,f) = 0 

and 

(n,k (.,wo»" <0, woE!. 

Indeed, according to Theorem 3.1, we have both 

(n,f»A (n,f) 

for all positive A, which implies (3.15) and 

(n,f)" >A (n,k Cwo»" 

for all positive A, by choosing 
do{w) = A8(w - wo), A> O. 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

Eq. (3.18) implies (3.16). The chain of inequalities analogous 
to (3.9) is then 

0= (n,f) = I da(w)(n,k (-,W»p <0. (3.20) 

Equality in the last step is possible only if (n,k (-,w» = 0 in
side suppdU(w). Again, analyticity in w of (n,k (-,w» implies 
the discreteness and finiteness of the support, and so the 
form (3.14) for the extremal function. 

(b) For the body Y generated by functions with bound
ed real (or imaginary parts): 

Theorem 3.4: The functionf, generated via (3.1) by 
do-(w) obeying Eq. (2.9), for which the minimal distance to 
Y is attained is of the form 

fez) = + ( -1yr' 1 k (z,w)duo(w), Xo = a,xN = b 

(3.21) 

where the sum extends over a finite number of terms. 
Proof By means of Theorem 3.1 we have the following 

chain of inequalities: 

(n,f)" = I da(w)(n,k (-,W»p 

<+ l{' duo (w)(n,k (-,W»,,·1 

- {' duo (w)(n,k (-,w»" 

«n,f)p' 

In Eq. (3.22), the points Xi are the roots in wof 

(3.22) 

(n,k (-,w» , which are situated on a, b. Equality can be ob-" -tained in (3.22) if the extremal measure do-(w) is alternative-
ly equal to ± duo (w), where (n,k (-,w» ± is positive/nega
tive, Analyticity in w of (n,k (-,w» implies as before that it 
can change sign only a finite number of times on a,b, there
fore, that the sum must stop after a finite number of terms. 

We now interpret these results: We see that the func
tions which minimize X6 must be found among a restricted, 
finite-dimensional class of possibilites, depending on the sta
bilizing body Y. Since k (z,w) can be a rational function, we 
see that the expressions (3.5), (3,14) are rational. The stable 
analytic extrapolation is to be found among these extremal 
functions, for that special choice of the scale factor M of Y 
forwhichX~jn(M) = X~ (cf. Sec. 2). So, we get a sequence of 
rational functions which converges to the true function in 
the limit of zero errors. In Eq. (3.14), the rational function 
has positive residua, but the stabilizing condition under 
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which this happens is likely to be valid only under special 
circumstances. 

It is important to notice the formal independence of the 
solution from the special form assumed by p(z). In particu
lar, even if the number of experimental points is infinite, but 
the errors are finite, the stable analytic extrapolation under 
condition (2.8) is a rational function. 

The results of this section are a generalization of those 
obtained by Raszillier and Schmidt, for the case of a finite 
number of points and an L 00 bound. They maya priori be 
regarded as rather weak, because we do not yet know any 
criterion for fixing the number of terms occuring in these 
sums. In practice, these methods seem, however, to be sur
prisingly efficient, in that the number of terms (parameters) 
needed by the extremal function appears to very small. In the 
next section, we shall show how one can understand this 
occurrence, in that we shall place bounds on the number of 
terms needed in these sums, as a function of h and the errors. 
The practical results are discussed in Sec. 5. 

4. THE SIMPLIFYING PROPERTIES OF NOISE 

A. Edges and simple formulas 

In this paragraph we discuss shortly an analytic con
tinuation problem of the L 2 type, in order to show that the 
flattening of the stabilizing body implies the existence of 
good low-dimensional ~proximants to the exact minimal 
function (for "reasonable" data functions). Plausible geo
metric reasons for this have already been given at the end of 
Sec. 2D. We then show that the stabilizing bodies studied in 
Sec. 3 have, indeed, well-defined edges, which can be de
scribed by "few" parameters; we expect, therefore, that, in 
these situations, the exact extremal function can assume a 
simple form, not just approximants of it. 

The results presented in this paragraph are not new; 
those concerning the L 2 problem can be found in Refs. 1, 15 
or in Ref. 24. Those concerning the description of the stabi
lizing bodies for a finite number of points can be abstracted 
from books on the theory of moments. 25 The author thinks, 
nevertheless, that discussing them helps clarifying the role 
played by the theorems of the next paragraph concerning the 
number of parameters which appear in the extremal function 
(for the stabilizing sets described in Sec. 3). 

al: Letx p x 2 , ..• ,xN be Npoints, - 1 <XI,. •• ,xN < 1, 
where the values of a functionJo (z) is measured with results 
hi ,h2 , ••• ,hN and equal errors (7. We wish to find among all 
functions J satisfying 

(4.1) 

that one which realizes infx 2(M). We assume that M is such 
that X~in (M)#O. It is well known24

,1,26 that the solution of 
this problem is to be found among the linear combinations of 
functions 

N 

J(z) = L Yi H (z,x;), (4.2) 
i= 1 

whereH (z,x) is the reproducing kernel of the space of analyt
ic functions with norm (4.1): 

H (z,x) = 1/21T(1 - zX), 
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The function X2 can be written as a quadratic form of the 
parameters y: 

2 ~ (l:J"= I yJI (Xj,xi) - hi 
X=L-

i=1 ~ 
(4.3) 

The matrix of this quadratic form is (1/(7 2)H 2, where 
Hij = H (Xi'X). The stabilizing condition (4.1) can be written 
as 

(4,4) 

where we have used the fact that H is a reproducing kerneL 
We now go over to a basis where the matrix H is reduced to 
unity, so that the form (4,3) reads 

2 1 - - 2 
X = ~L (Yi- hi) (4.5) 

and the form (4.4) is 

(4,6) 

In (4.5), (4,6), Yi' Ii; are appropriate linear combinations of 
the Yo h 0 and the Ki are the eigenvalues of H. It is clear that 
the eigenvalues of H are rapidly decreasing, since two col
umns ofH, H(xi,xJ, H(xoxj+ I) are almost linearly depen
dent, if N is sufficiently large, In the limit of a continuous 
distribution of data, the eigenvalues decrease 
exponentially. 15 

The extremal values of X2'Yi are obtained by Lagrange 
multipliers and they read: 

_ hi 
Yi = , 

1 + f-LAi~ 
(4.7) 

2h 2 
2 2 4", Xi i 

X min = f-L (7 L- (1 + f-L~AY (4.8) 

and f-L is the solution of 

f. Aih; = M2 
i= I (1 + f-L~AY , 

(4.9) 

We now make the following remarks: 
(1) We expect that, for large i, h;l Ai :::::0, since Ai in

creases (almost exponentially) with i. So, "reasonable" esti
mates of the extremal functionl(z) = l:YilPi(z)[thelPi(z) are 
combinations of the H (z,x;)1 can be obtained by truncating 
the sum at that n, for which An -1/f-L~. We see that the 
extremal function can be better approximated by a given 
number of terms if f-L is large. 

(2) At fixed h, the value of f-L decreases with increasing 
M, This follows because the left-hand side of (4.9) is monoto
nously decreasing as a function of f-L' for f-L > ° and one must 
choose the root with f-L > ° (see Ref. 24, p. 204 and Ref. 15). 
We conclude the extremal function can be approximated 
more efficiently by a given number of terms for small values 
of M than for high ones. Since X~in (M) is a monotonously 
decreasing function, we can read off (4.7)-(4.9) the following 
statement: 

Given I) > 0, X6 > 0, there exists a number no (h,(7,X6,1), 
so that if X~in> X6, the solution of the problem (4,3), (4.4) can 
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be approximated within tJ by a linear combination of the first 
no eigenfunctions. 

Explicitly, to find no, we proceed as follows: From 
X~in ;;'X6, we deduce via (4.8) that,u;;.,uo(h,a,x6). We choose 
then no(h,a,X6,tJ) so that l:;"'~ no h ~/(1 + ,uoA;a2 )2<.tJ. 

This statement is rather useless for the L 2 problem, 
since we know its exact solution (4. 7). We shall prove, how
ever, an analog of it for the stabilizing bodies of Sec. 3 for 
which we do not know the exact solution. However, there we 
shall show this not for approximants, but rather for the ex
tremal function itself. 

a2. We now show that the stabilizing bodies described 
in Theorems 3.2-3.4 are such that there exist points on their 
surface at which they admit of more than one tangent plane. 
We consider only the case of a finite number N of experimen
tal points, so that the problem can be visualized in R N. 

1. We consider first the set Y, given by Eq. (2.8): 
S I Ida(w) I <.M. A plane PH in R N (x2) is described by a set of 
numbers (n l ,n2 , ... ,nN ) and a constant a: 

N n.y 
(n,y)p=I-'-' =a; Ilnllp=1. (4.10) 

;~l ~ 

The plane PH (n;a) is tangent to Y N if, for all cEY N' 

C = (c i 'C2 ,. •• ), 

I (n,c)p I = I;tl n~; I<.a (4.11) 

and there exists a point CEY N for which equality is obtained. 
Using the expression (3.1) forcEY N' we associate with each 
vector n the "polynomial" 

N 1 
PN(n,w) = (n,k (.,w»p = I n; - k (z;.w) 

;~l ~ 
(4.12) 

and notice that if the plane PH (n,a) is tangent to Y N' then, 
for all da(w) obeying (2.8), 

I i PN(n,W)da(W)I<.a. (4.13) 

Then, from the reasoning of Theorem 3.2, we deduce that a 
family of planes given by n = (nl , ... ,n N) attains its extreme 
value a on Y N at a point given by a linear combination 
l:f~ IA;k (ZI'W;), p<.N, l:f~ IIA; 1= M, which containsp 
terms, if and only if the corresponding polynomial P N (n,w) 
satisfies 

(4.14) 

and 

(4.15) 

at p points Wj eI at least. 
Now, we see that a point cEY N which is generated by 

one tJ function only, via (3.1), and which lies on the boundary 
has its tangent plane associated with a polynomial which 
reaches its maximum modulus once along I. Then there is 
really no need to prove that if N is sufficiently large, one can 
add to pew) a small amount of some other polynomial of 
degree N, without disturbing either its norm (maximum mo
dulus), or the point where it attains it. In other words, we can 
generate a continuum of planes tangent to Y N at the point c. 
This is the property by which we characterize an edge. We 
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see therefore that we can talk now about the "dimensiona
lity" of an edge, as the number of parameters which occur in 
a finite linear combination of the type (3.5). We also con
clude that the minimum is attained on a p-dimensional edge 
only if the analytic function (4.12) has a sufficient number of 
oscillations. 

Completely analogous results hold for the bodies de
scribed by Theorems 3.2 and 3.3. We just state them: 

2. A plane (nl , ... ,nN ) is tangent to the body Y N ofmo
ments generated by (3.1) with the positivity condition (3.13) 
at a point given by the sum (3.14) with p terms if and only if 
the polynomial PN(n,w) = l:~~ I (n;l~)k (z;;w), l:n~/~ 
= 1 has at least p double roots at the points W;, and is posi

tive on I (W;E /). 
This is a well-known result in the theory of moments. 
3. A plane (n I , ... ,n N) is tangent to the body Y N gener

ated via Eq. (3.1) by da(w) obeying Eq. (2.9) at a point C of 
coordinates Co given by Eq. (3.21), where the sum extends 
over p terms if and only if the "polynomial" PN(n,w) Eq. 
(4.12) is such that it hasp simple roots atxjE I and no others. 

In both these latter cases, we see that, if the minimum is 
attained on points consisting of p < N /2 (N, respectively) 
terms, we can vary the polynomial P N(n,w) (and so the unit 
vector n) by small amounts without violating the conditions 
it has to obey in order to describe a tangent plane. So, we can 
again safely talk about edges and their dimensionality. 

In Fig. 1 we show as an example the body Y 2 generated 
via (3.1) by da(w) obeying (2.8) and see that indeed it has two 
sharp corners at A and B. 

Intuitively, from Fig. 1 we expect now that there are 
"large" sets of points in R N for which the minimal distance 
to Y N is attained on a k-dimensional edge, with k < N - 1. 
In Fig. 1, the minimum distance from (h 1,h2) to Y 2 is at
tained on a one-dimensional boundary; however, for all 
points lying in the hatched domain (at corner B), the mini
mum distance to Y 2 is attained on the zero-dimensional 
corner B. (The same holds for the reflected domain near A.) 

Ideally, given h,a,M we would like to know the dimen
sion of that edge (possibly N - 1) on which the minimum of 

1
_-1 xI - t+9 

C 1 
X1= t+19 

t E (1,401) 
M=1 

T 0.05 

I 

------+------------------+------:;>!<-~-----+- -----"- - -+~ 

-10 -005 005 10 XI 

C B t' - 0 05 

~ L ' --._-----------------

FIG. I. The body f2 generated by the values at two points G 1 = - 9, 
G 2 = - 19 of the possible form factors with absolute areaM of the spectral 
functionless than 1 [Eq (3.1)]. f2 is the convex hull of the curve C, generat
ed by x = 1/(1 + 9), y = l/(t + 19) as t varies over the cut (1.401). For all 
points (h I ,h 2 ) lying the hatched area, the exact minimum of the distance to 
.Y 2 is attained at B. 
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X~ is attained. We cannot do this, but shall instead prove in 
the next paragraph a statement analogous to the one at the 
end of Sec. 4, aI, concerning the correlation between the 
dimension of the edge and X~in at given h,u. This is sufficient 
to specify the number of parameters appearing in the stable 
extrapolate. 

We emphasize that the statements of the present para
graph will not play any direct role in the proofs of the next 
section. They just might help making their content geometri
cally more intuitive. 

B. Bounds on the number of parameters of the stable 
extrapolate 

The result of this chapter is essentially the following: 
Given h,u and X~ > 0 we construct a number Po(h,u,X~) so 
that, ifthe number ofterms of the extremal function (3.5), 
(3.14), (3.21) is bigger than Po , thenX~in <X~. We know on 
the other hand, that a stable analytic extrapolation is given 
by the function/ Mo (Theorem 2.3). This function is such that 
X~in = X~' a certain fixed number. As a consequence of the 
results of this and the preceding paragraphs, we see that this 
function must be looked for in a well-defined parameter 
space, with a bounded dimensionality. This makes its search 
in principle feasible on a computer. It is a priori surprising 
that the solution of such an extremal problem can be ex
pressed in closed form; this corresponds to the picture of the 
preceding paragraph concerning the "edges" of the stabiliz
ing bodies. 

The bound Po(h,u,X~) we obtain mayor may not be 
interesting, according to whether it is less than or bigger than 
N, the number of experimental points. We point out, howev
er, that this number is always finite, even for a continuous 
distribution of data, and it is easy to give examples where, for 
a large enough number N of points, it is sensibly smaller than 
N. 

The procedure we adopt is the following: We write 

X~in = (n,h - f)p = (n,h)p - (n,f)p «n,h)p' (4.16) 

The last inequality follows from Theorem 3.1, since OEY 
and then it is true that (n,f)p >0. 

We prove then that (n,h)p is bounded by a number 
which goes to zero as the number of parameters of the extre
mal function/increases. To show this, we use the fact that 
this number of parameters is related to the number of zeros 
or of oscillations within a certain interval of the analytic 
function of w, (n,k (·,w», and that the magnitude of this func
tion is controlled by the maximum modulus principle. 

We shall prove this for the situation which is of interest 
for the extrapolation with rational functions, and choose 
k (z,w) to be the Cauchy kernel. We can get almost identical 
results for the other situations. 

Theorem 4.1: Let kc (z,w) be the Cauchy kernel. Letp be 
the number of terms in the expression (3.5) for the extremal 
function of (2.8). Then there exist constants C,b such that 
(O<b < 1) 

(4.17) 

for w inside the domain of integration I [some part of the real 
axis; see Eq. (2.7)]. 
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Proof The function (n,kC<"w»p is analytic in w outside 
the data region [a,b] and goes to zero as W--oo. If the extre
mal function contains P terms, there exist p real points 
X 1,X2, •.. ,xP' where the function (n,kc("w»p assumes the same 
absolute value, say lal (cf. Theorem 3.2). There are then at 
least pl2 values, where (n,k (.,w»p assumes the value a. 

Consider then a bounded curve 'rff which surrounds the 
data region [a,b] and avoids the integration region I. Then, 
for wE'rff, 

I(n,kc("w»p I 

(4.18) 

Let us now map 'rff onto the unit disk, so that I comes 
inside a region [ - P./3] along the real axis, IP I < 1, and the 
point at infinity comes, e.g., at p. The (at least) pl2 zeros of 
(n,k (.,w»p - a come at xi,xi , ... ,xN inside this interval. We 
use then the maximum modulus principle to get 

¥i I z - x· I (2{3 )P/2 I(n,kc(-'w»p - al<C1 11 I <C1 --2 . 
;=1 l-x;z 1 +P 

But, atp, (n,kc(-,w»p = 0 and we get 

( 
2{3 )P12 lal<Cz -

I +p 2 

We obtain inequality (4.17) by letting C = 2C2 , 

b = (2{3 II + P2
) 1/2. 

(4.19) 

(4.20) 

We now estimate the quantity (n,h)p' To this end we use: 
Theorem 4.2: For any E> 0, there exists a {j > 0, so that 

I(n,h)p I<E as soon as I(n,k(.,w»p I<{j 
Proof We notice to this end that the operator A: 

n(x)-(n,k (.,w»p is compact and one-to-one on its domain 
of values. The last property follows from the uniqueness of 
analytic continuation. As a compact operator, it transforms 
any weakly converging subsequence in L 2( p) into a strongly 
converging one on I (e.g., in the uniform norm in I). A se
quence Ink J such that I(nk,k (.,w»p 1-0 uniformly on I 
must then converge weakly to zero in L 2( p). In particular 
I(nk h)p 1-0 since hEL 2(p). 

Notice that the proofis independent of whether p(x) has 
discrete or continuous support. 

We see thus that, if we know that X~in > X~, it is suffi
cient to choose the number of terms Po in the sum (3.7) as 

In({j(x~/2)/C ) 
Po= ------

lnb 
(4.21) 

where {j(xV2) is the value of {j corresponding to E = XV2 by 
Theorem 4.2. 

With this we have shown that a stable analytic extrapo
lation can be obtained by minimizing X 2 in a Po -dimensional 
space. Recall that lnb is negative and therefore Po decreases 
as X6 increases, as expected. 

We now wish to describe more closely how we can get 
the function {j (E) of Theorem 4.2. Clearly, we get a majoriza
tion similar to Theorem 4.1 for any L 2 norm on the integra
tion interval I (e.g., by integrating the uniform bound, Eq. 
(4.17), in the conformally mapped variable, Theorem 4.1). 
We write this as follows: 
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(4.22) 

The operator A +A maps then L 2( p) into itself, is compact 
and self-adjoint. It has then a set of eigenfunctions.t; (x) 
which is complete in L 2( p) and a corresponding set of eigen
values Ai which accumulates to zero. Consider then an ap
proximation to h (x) of order el2 by linear combinations of 
the first No eigenfunctions 

II h (x) - i~1 hi .t;(x) II: 
=llh (x) - hN,,(x)II~-llh :Vo(x)lI~ <~/4. (4.23) 

Let then nN " be the component ofn(x) on the No -dimension
al subspace spanned by these eigenfunctions. If we choose 
then 

8 = ANo~/41IhN,,112, 

we get 

Consequently, 

I(n,h )lp<l(nN",hN)lp + l(n'No,h 'N)lp 

<llnN"IlpllhN"IIp + Iln:V"llpllh:V"lIp 
E E 

< 2l1hN..l!p IlhN"Ilp + "2 = E. 

(4.24) 

(4.26) 

We have in Eq. (4.24) an explicit expression for 8 (E) of Eq. 
(4.21). This estimate can be refined by using Lagrange multi
plier techniques. 

If AN" decreases exponentially with No, AN" _aNo, 
la I < 1, we see that Po cc No, i.e., the number of coefficients in 
the extrapolate is proportional to the number of eigenfunc
tions required to fit h (x) or to the "structure that is seen in 
the data." 

We also expect in this picture that small changes of the 
errors [or of the measurep(x») do not change the number of 
parameters needed to attain the minimum. This is indeed the 
case, as one persuades oneself by means of some epsilontics. 

We now describe the practical procedure that follows 
from these considerations, for the determination of the sta
ble extrapolate. We assume that the data are not consistent 
with zero, so that, for M = 0, X~in (M) > X~' From formula 
(4.21), we can computepo(x~ - E,h,a), for some E> 0; then 
we know that, for small enough M, X~m (M) is attained on a 
Po -dimensional subspace. We assume then we can vary M in 
small enough steps, so that we can correctly approximate 
that value Mo for which X;nin (Mo) = X6· The corresponding 
function is the stable extrapolate. 

Unfortunately, the estimates the author can get for Po' 
although considerably smaller than the number of experi
mental points N, still lie sensibly above the number of pa
rameters that the computer seems to require for the exact 
minimum. The author believes, however, that the existence 
of the bound Po makes it plausible enough that the rejection 
of the extra parameters at the minimum is exact and that 
further work will improve the estimate of Po. In the next 
section we shall describe various applications of the state-
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ments of Sees. 3 and 4, and we shall constantly assume that 
we can fix Po by simply choosing a sufficiently small value of 
M and minimizing X 2 for an increasing number of param
eters. The rejection of the unnecessary ones is quite sharp, 
and we can then fix Po' We follow then this number by con
tinuity as we increase the value of M. 

5. APPLICATIONS 

A. Nucleon electromagnetic form factors and rational 
functions 

We have checked this "edge effect," La while perform
ing an analysis of the nucleon electromagnetic form fac
tors. 27 We assumed, in accordance to physical models, a sim
ple pole ansatz, like (3.5) for the spectral functions ofthe 
Dirac and Pauli form factors Fls ,FI u ,F2s ,F2u , where s and v 
stand for isoscalar and isovector, respectively, and required 
that the total area under them be bounded by a constant A: 

2 1 (00 
i~1 -;-J4m' IFls + Flu Idt<A . 
~ I , 

(5.1) 

(the k 's are normalization constants, chosen for scale rea
sons). We know already (Sec. 3) that the ansatz, with suit
ably chosen parameters, minimizes X 2 among all other func
tions with area bounded by A. The number of poles required 
to reach X~in is found by inspection, using the minimization 
program MINUIT, with its variable metric part. As an
nounced, for small values of A, we do not see the slightest 
decrease of X~in if one adds more poles, after a certain critical 
number is reached. Figure 2 shows a curve X~in(A ) as ob
tained with 10 and 15 parameters, respectively, for a certain 
range of A. The positions of the parameters at the minimum 
point obtained with 10 of them free are taken as starting 
points for the minimization with 15 parameters. As the al
lowed area A increases, the difference between the minima of 
the two situations increases. One expects this since, if A be-
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FIG. 2. Curve x~'''' vs A discussed in Sec. SA. 
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comes so large that X~in(A ) = 0, one needs, in general, N - 1 
nontrivial parameters. The numerical results are displayed 
in Appendix B. 

The results of Secs. 3 and 4 have a rather surprising 
consequence: Consider a form factor whose spectral func
tion has an area bounded by A and a set of spacelike data 
generated by it. Let now these data be affected by noise and 
try to fit them with functions of area bounded by A. The best 
fit is not in general the original form factor, but rather a 
function consisting of simple poles and, with the above argu
ment, really only few of them. 

B. Positivity and rational functions 

We have seen in Sec. 2 that positivity (of the real or 
imaginary part) can work as a stabilizing condition and that 
the stable analytic extrapolation is obtained by means of a 
sum of pole terms with positive residua. The theorems of Sec. 
4 go through word for word for the case when the imaginary 
part is positive. 

This is the situation which occurred in Ref. 28 in a 
search for the best KNA coupling constant compatible with 
analyticity and the positivity of the forward KN amplitude. 
The authors noticed that the best fit was obtained when the 
imaginary part was replaced by just one pole. This is the 
effect described by Theorem 4.2. 

Nothing is changed if we replace the positivity condi
tion by 

Im[f(t )]> - !f ko (t) (5.2) 

for t on the cut, where ko (t) is a known positive function. 
Using the fact that X;;'in is obtained with a finite number 

of terms, it is possible to obtain on the computer "rigorous 
results" concerning the functions under study. For instance 
it is possible to show that the spectral function ofthe proton 
Pauli form factor must get positive somewhere on the cut 
(presumably beyond the NN threshold), if consistency is to 
be achieved with the data and the p peak of Ref. 29 within X2 
< 1. (We assume again that we can follow the exact minimum 
on the computer, according to the discussion at the end of 
Sec.4B.) 

It has been shown in a recent paper30 that a unique 
determination of phase shifts, which relies only on the as
sumptions ofaxiomatic field theory, can be obtained by com
~u~ing first the amplitude in the strip 0<t<4m;, where posi
tIVIty of the imaginary part holds. As a consequence of the 
latter, the number of zeros in the complex s plane at fixed real 
t is bounded from above. In Ref. 30 it is shown that their 
position in the complex s plane is fixed by unitarity at thresh
old. This might not be a practically effective way, but for the 
present purpose let us imagine that one can find other meth
od~ to fix them. Then, one is left with the problem of extrapo
latmg the modulus m(t) of the amplitude to O<t<4m;. It 
appears natural to stabilize this extrapolation by means of an 
L 00 function bound on the cuts at fixed energy 

Im(t)1 <MB (t), (5.3) 

wher~ B (t) is taken from a Regge model. Using an outer 
functIOn, we can reduce this condition in a standard manner3 

to 
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(5.4) 

It is remarkable that this stabilizing condition leads to the 
same geometry as the conditions on the spectral function 
(2.8), (2.9), or (3.l3). Theorems analogous to 4.1,4.2 can 
also be proven in this case. However, the extremal function is 
no longer a linear combination of terms, but rather a finite 
Blaschke product. The proofs are somewhat more involved 
than those in this paper and will be presented elsewhere. ll 

In this paper we just point out that we can also trans
form (with some loss of information) the boundedness con
dition to one of positivity of the real part of an analytic func
tion, by using the Cayley transform 

em = (1 - m)/(1 + m). (5.5) 

Theorems 4.1 and 4.2 apply then also to this case; there are 
some minor differences in the proof of Theorem 4.1: The 
analyticity domain of the function (n,kp("w», where kp is 
the Poisson kernel, is now the w plane cut along the data 
region and along its reflection across the unit circle. The 
curve '?f consists then of two pieces (surrounding the two 
cuts); the Blaschke factors must be replaced in (4.19) by 
functions which have modulus 1 on the curve CtJ and a zero 
on the unit circle. The factor b of (4.17) is the maximum of 
such a function on the unit circle. There is no other change. 

C. Extrapolation to the cut. The pion form factor In the 
timellke region 

We have shown (Sec. 2) that a bound on the derivative 
of the spectral function stabilizes the extrapolation to the 
cut. In the dispersion relation for the pion form factor 

F 7r(t) = ~i:~ Im[:~)tdt'] (5.6) 

we can integrate under this assumption once by parts, to get 

1 i'" (t' t) F.".(t)=- In, - Im[f'(t ')]dt ' , 
1T 4m~ t - 4m; 

(5.7) 

where we impose 

1 Im[f'(t ')] 1 <DB (t ') (5.8) 

[B (t ) is a given function on the cut]. We can then apply Theo
rem 3.4 to find the expression for the extremal function, and 
then the reasonings of Theorems 4.1, 4.2 to limit the num
bers of terms. This was done in Ref. 32, where we tried to 
reconstruct the spectral function of the cut in the region of p' 
(1600), by using B (t) = 1/(t +2) 2. If the extremal steplike 
funChOtt~ [Eq. (3.21)] for the derivative are integrated once, 
one obtams a spectral function which consists of some mod
ulated "triangular resonances." Fits were performed with 
three and five parameters for the spectral function and no 
improvement was observed when the number of parameters 
increased (see Fig. 2 of Ref. 32). The unpleasantly looking 
CUSpS32 disappear if condition (5.8) refers to a line on the 
second sheet, rather than to the physical cut. 

D. Mo Curves 

The simplicity of the extremal function for the situa
tions above can b~ used in drawing efficiently Mo -type 
graphs, to determme the best value of some functional over a 
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set of analytic functions, or for the location of poles or zeros 
of the latter. We recall briefly the basic idea of the meth
Od3.11.15.33: We wish that a certain functional Fbe able to 
assume the values Fo in the set .Y' of functions which obey 
some experimental constraints and an inequality like (2.8), 
(2.9), (3.13), with unknown value of the stabilizing lever, say 
generically M. This is impossible unless M is large enough, 
namely larger than a certain critical value, Mo (Fo). For all 
values of M larger than Mo (Fo), there exist functions realiz
ing the value Fo, and complying with all the other con
straints. We now draw a curve Mo (Fo); if it turns out that 
there are values of Fo for which Mo (Fo) must get exceedingly 
large (that is, only "wild" functions realize the valueFo), we 
can exclude these from the possible values of F. It is plausi
ble33 to regard the minimum of this curve as really "the most 
probable" value of F. If the errors are sufficiently small or 
the functional F is luckily chosen (function values at points 
near the data region, etc.) these curves are quite spectacular. 

Clearly, the precise shape of the curve and its minimum 
depends on the stabilizing restriction is use. It is remarkable 
that this is so only to a rather small extent and presumably 
the reason lies in the very ill-posed nature of the analytic 
extrapolation problem. 

Let us notice the following: If we know a value M of the 
stabilizing lever, then the allowed values of Fo are those for 
which Mo(Fo),;;.M . The possibility of computing exactly the 
value Mo (cf. Sec. 4) solves then the complete extrapolation 
problem, in the sense of Ref. 3 (cf. Sec. 2e). 

To get the critical value Mo(Fo) of the stabilizing lever 
M, for the situations described in this paper, one draws 
curves X~in(M), for various values of M and an increasing 
number of parameters in formulas (3.5), (3.14), or (3.21), 
respectively. As in Fig. 2 one notices at fixed M a quick 
cutoff in the number of parameters needed, or a "freezing" of 
the additional ones as we try to put more in to bring X~in 
further down. The present data on the nucleon form factors 
allows best fits, in the sense of Theorems 4.1, 4.2 with not 
more than three free poles, for each form factor. 

As an example, we present the determination of the w 
residue, by using the area A ofEq. (5.1) as a stabilizing condi-

300 

250 

200 

0.4 0.6 0.8 a1 (w} 10 

FIG. 3. Determination of the", residue, with condition (5.1) as a stabilizing 
requirement. 

186 J. Math. Phys., Vol. 21, No.1, January 1980 

tion. We draw a graph for the minimal value of A versus 
possible values of the w residue (Fig. 3). The curve is rather 
fiat, which shows that the determination is affected by rather 
large errors. There are different interpretations of the spec
tral function beyond w, according to the region of the graph. 
The minimum implies a coupling ofthe if> to nucleon-antinu
cleon, which satisfies SU(3) (together with r",), but violates 
Zweig's rule.27 The interpretation of SU(3) constraints ap
pears, however, to be ambiguous. A smaller coupling of w 
requires a spectral function showing essentially an w' ;::: 1200 
MeV, and almost no if> coupling, which is in accordance with 
Zweig's rule. 

Curves similar to the Mo (Fo) ones can be obtained for 
the best value fa of the spectral function of the pion form 
factor at a point on the cut; one must draw there graphs 
DoUo), where D is the scale factor, Eq. (5.8) for a bound on 
the derivative. Reference 32 shows that the errors of the ex
trapolation in the neighborhood of the p' (1600) peak are 
really big. 

6. CONCLUSIONS 

a. We have shown that certain classes of functions, 
which are suitable as physical models, in particular rational 
approximants, can be brought in the frame of stable analytic 
extrapolation methods. This can be done in such a way that 
they are extremal functions for the transformed problem of 
finding the best extrapolation [Eq. (1.1)]. In other words, 
consideration of other functions, belonging to the same sta
bilizing class is of no effect in finding X~in . 

It is in the opinion of the author remarkable that the 
number of parameters needed in such fits can be sometimes 
limited non trivially from above, once the data function and 
the errors are given. This gives a sound meaning to the sen
tence "this data is described by this many parameters," with 
the provision that one must specify the stabilizing principle 
which is being used. 

We dwell again shortly on the meaning of the stable 
extrapolations: We see that there are two ways of truncating 
a series of terms, like, say (3.5) when performing a fit: (a) to 
use the smallest possible number of terms, for which essen
tially X 2;::: 1 (this can be done with varying amounts of so
phistication); (b) to find the minimal area A, Eqs. (5.1) (or a 
minimal value of the stabilizing lever, in general) for which 
X 2;::: I and use this "critical" function for the fit. Is there any 
difference between these two procedures? As long as both 
produce a function with the desired analytic properties, no
body can tell which is closer to the true one. Simplicity 
would rule in favor of procedure (a), since in general, it con
tains less parameters than (b). 

What distinguishes (a) from (b) is really the virtual pro
cess ofletting the errors a(x) in (2.1) go to zero: namely, if we 
perform by both methods a sequence of fits [f~,f~,· .. ,f~ I, 
[ j ." II> ('' I . I . t I' 2' ..... ,,'" ,respectIve y, at errors En gomg 0 zero, 
then only the second sequence is guaranteed to tend to the 
true function. Although all the members of the first one have 
the correct analytic properties, the sequence does not, in gen
eral, tend to a function with the desired structure. (This is 
just the statement of the instability of analytic continuation.) 
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So methods (b), "stable methods," are in this respect, sys
tematic as opposed to (a). 

One expects the difference between (a) and (b) to show 
up if the errors are very small, so that the limiting process is 
almost carried out. In practice, this is seldom observed, the 
reason being presumably that analytic extrapolation is such 
an ill-posed problem. Small differences can, however, be 
seen in the analysis of nucleon electromagnetic form factors. 

b.The results of this paper can presumably be general
ized to other sets of functions of physical interest. In other 
words, there exist many times a stabilizing assumption with
in which the functions used for the fit are even the best ones, 
(the stable extrapolation) in the sense of problem (1.1). One 
must decide then whether this assumption is tenable or has 
some interest. 

For instance, one can accomodate presumably second 
sheet (Breit-Wigner) poles by using first for clarity a map
ping onto the unit disk D and then the representation of the 
functions analytic in D, 

fez) = J f d;(z') , 
JCDZ -z 

(6.1) 

whereJ.l(z') is an arbitrary complex function of bounded 
variation of z' extending over CD. The extremal points of the 
stabilizing condition 

(6.2) 

are just second sheet poles, i.e., poles placed outside D. The 
well-known argument of Callucci-Fonda-Ghirardi34 re
quires then huge values of Sin (6.2). On the other hand, 
Breit-Wigner poles are functions preferred by the fit under 
condition (6.2). The use of rational functions35 in amplitude 
analysis has many advantages, simplicity being one of the 
most important. 
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APPENDIX A 

We wish to verify the consistency of the "exact" space
like "experimental" points h (t i ) on the pion form factor with 
analyticity and a physically plausible bound on the modulus 
in the timelike region. We use the bound of Kiehlmann and 

187 J. Math. Phys .. Vol. 21. No.1. January 1980 

Schmidt, Ref. 9, which goes along the upper end of the errors 
bars of the p peak and continues by a constant to infinity, and 
a Breit-Wigner formula down to threshold. Call it m(O), 
where a mapping of the cut t plane onto the unit disk has 
already been carried out. Dividing off the outer function 

[ 
I J1T" e

iO +Z ] C(z)=exp - -i-O-Inm(O)dO, 
21T -1T" e - z 

(AI) 

we reduce the problem to the one of verifying the consistency 
of some values w(zJ of modulus less than one 

W(zi) = h (tyc (t), Zi = z(t) (A2) 

with an analytic function of modulus bounded by one in the 
unit disk. 

This is done by means of the Riesz representation theo
rem for positive polynomials and by means of the Cayley 
transform relation between the functions of modulus less 
than one and those of positive real part in the unit disk. Any 
book on the theory of moments would give details about 
this.25 The conclusion is that the values are consistent with 
analyticity and a modulus less than one on the unit circle if 
and only if the quadratic form in 5; 

'" 1 - W(Zi)W(Z/) r 
~-----5;!:>/ 
;,1 l-ziz/ 

is positive definite. 

(A3) 

We recast this statement in a new form, as follows: It is 
first equivalent to the positivity of all the eigenvalues of the 
matrix 

T=A -AAA 

where 

Aij = 1/(1 - z;z) 

Aij = h (ti)!C(z;)l)ij . 

(A4) 

(A5) 

(A6) 

Now, the matrix A is positive definite, since the function 
equal to zero throughout is consistent with a modulus less 
than one. So is AAA since it differs from A by a similarity 
transformation. We conclude that (a) we can bring them 
both simultaneously to canonical form, by a real transforma
tion and (b) the roots of the equation in A. 

det(AAA - A.A ) = 0 (A 7) 

TABLE I. Numerical demonstration of the flattened shape of the body.Y N 

generated in RN by valuesf(ti ) at N points - 1; of a holomorphic function 

with modulus bounded by m(t) (see Appendix A) in the t plane. cut along 
(4m~. 00). The point with coordinate hi (the "measured" values) lies outside 
of .Y N and the last column shows the dilation factor M needed to absorb h 

inside MY N' 

N -t h C M 

-0.067 1.100 1.359 0.8094 
2 3.987 0.\02 0.661 0.8703 
3 1.069 0.320 0.983 0.8952 
4 1.982 0.200 0.825 0.9004 
5 0.795 0.378 1.057 2.0222 
6 1.204 0.282 0.953 102.83 
7 0.294 0.612 1.255 703.51 
8 0.176 0.784 1.318 1834.3 
9 0.620 0.449 1.115 5576.4 

I. Sabba Stefanescu 187 



                                                                                                                                    

TABLE II. Numerical appearance of the "edge effect." The parameters are those of formula (B 1). Two runs are being compared: with 10 and 15 parameters, 
respectively. The underlined numbers are kept fixed in the run with fewer parameters. As the area increases, the edge effect should get less visible with the 
same number of parameters. Notice that those pole positions are most mobile, which have the smallest couplings. The author suggests that the minimum is in 
both cases attained on the same function (at lest for A = 230) and that the small variations are due to computer inaccuracies. The suggestion is based on 
Theorem 4.2. 

A n t,o' t",. t",' 

230 10 54.919 100.0 139.79 
15 54.911 76.250 139.53 

24D 10 52.542 100.0 172.60 
15 52.518 84.38 168.71 

a~~·2 a}} a(~;3 a!;.~ 

230 10 35.12 30.974 0.1 - 7.4D9 
15 35.12 30.971 0.02 -7.395 

240 10 36.27 31.\04 0.1 - 9.320 
IS 36.27 31.090 0.92 - 8.941 

230 10 4.594 4.832 - 0.238 
15 4.657 4.942 - 0.279 

24D 10 4.940 5.149 - 0.224 
15 4.720 4.726 - 0.135 

must all be positive and less than one. The fact that they must 
be less than one is nontrivial. We conclude that the condition 

IIA -IAAA 11<1 (A8) 

is necessary and sufficient for consistency. If the bounded
ness by I is replaced by M, we just write M 2 on the right
hand side of (A8). We compute this norm for the data de
scribed at the beginning (see Table I). 

The last column shows the square root of the norm of 
(A8) after the point in the corresponding line was introduced 
in the quadratic form (A3). The value of M is a measure of 
the "squashness" of the stabilizing body Y N' generated in 
R N by the functions of modulus less than one along the unit 
circle. M shows the amount with which S N has to be dilated 
in order to absorb the experimental point of coordinates hi' 

APPENDIX B 

We fit the four nucleon form factors at once. The posi
tion oftheliJ pole is fixed inF,s and Fzs . The same position of 
the poles is assumed in both Dirac and Pauli form factors, 
which agrees with physics but not exactly with the theory of 
Sec. 2. This is, however, harmless, since unnecessary poles 
have vanishing couplings. Superconvergence of 
F2P ' Fzn , GMp is enforced and limits, together with normal
ization, the number of parameters. Table II contains the pa
rameters of the formula 

(Bl) 

The units are m;, for A, a's and t's. 
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Spherical integral representations for finite velocity conduction 
of an abruptly activated current through a crystal 
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A source current is abruptly switched on within a crystalline medium with unaligned 
sets of permittivity and permeability principal axes. The current then propagates with 
finite velocity along an arbitrarily oriented conductor. The problem incorporates a 
partial zero condition and is tackled by Fourier analysis. The general solution for a 
scalar field is derived as a combination of four spherical integrals over the unit sphere. 
Two of these are time dependent and could represent the switch-on effect. Their time 
independent versions relative to the traveling current edge constitute both remaining 
spherical integrals. These must therefore participate in any eventual steady state and 
possibly contribute to Cerenkov radiation; their combination is expressible as a single 
spherical integral directly associated with a basic differential operator. A steady state is 
found to develop inside an expanding ellipsoid which retreats from the current edge. 

1. INTRODUCTION 

Suppose an electric current of density J is radiating 
within a crystalline medium having constant permittivity 
and permeability matrices E and J.L, respectively. These ma
trices are real, symmetric, and positive definite. Correspond
ing sets of principal axes are generally unaligned. The elec
tric and magnetic field vectors E and H satisfy 

(1.1) 

relative to thex = (XI' X 2 , Xl) frame, say. Eliminating H, we 
have 

(1.2) 

In this paper, we select a singular source current that is 
suddenly switched on at instant t = O. It then shoots out 
from the point x = 0 with a constant finite speed v along an 
infinitesimally thin conductor which is arbitrarily oriented, 
say, along the positive ~I direction of some fixed orthogonal 
frame ~ = g I '~2 ,~ J). This is coorigined with the x frame 
and is related to it by a rotational transformation ~ = xR 
with modulus detR = I. Thus, in particular, 

J=vH(t)[Hgl)-Hgl -vt)]Og2)OgJ), (1.3) 

where v is the unit vector along the (positive ~I) direction of 
current flow and H (I ) denotes the Heaviside unit function. 
Define v = vv, the current flow velocity. Now 

ogl -vt)ogz)ogJ)=o!(x-vt)RJ =o(x-vt) 
(1.4) 

since theJacobian [J(x - vt )R/ax] x ~ v,_detR T _1, the 
superscript T indicating a transposition. Hence, from (1.3), 

J, = vH (t )o(x - vt), (1.5) 

a traveling point source abruptly activated at 1 = O. It speci
fies the inhomogeneous term of (1.2). In the initial value 
problem, one makes the logical assumption that prior to 
source activation, 

E 0 H, during t <0. (1.6) 

Our immediate objective is the formulation of certain 
integrals, especially integrals over the unit sphere. These will 
be applied in a subsequent paper I to a crystal with com
pounded uniaxiality in relation to a certain combination of a 
nondiagonal E with a nondiagonal J.L. No uniaxiality of any 
kind is employed throughout the present investigation. Han
de~man and Lewis 2 have established the asymptotic theory 
of Cerenkov radiation for a dispersive medium via a system 
of integrodifferential equations. These lead to other integral 
forms that are analytically tractable for certain crystalline 
and optically active media. Integral forms over the Min
kowski 4-space have also been studied by Johannsen, 3 with 
special emphasis on isotropic and uniaxial media, as well as 
an ionized gas. 

2. MATRIX TRANSFORMATIONS 

Before tackling (1.2), we appeal to the following (see 
Ref. 4): 

(i) the existence of a real symmetric nonsingular matrix 
J.L 1/2 satisfying J.L 1/2J.L 1/2 = J.L (NB the determinant detJ.L > 0; 
the inverse (J.L1/2) - 1= J.L - 1/2 is symmetric); 

(ii) the rule (aA T) X (I3A T) = (a X I3)A - I detA (2.1) 

for alII X 3 matrices a, 13 and any nons in gular 3 X 3 matrix A 
with its transpose indicated by the superscript T; 

(iii) the definition of the real matrix 

which turns out to be symmetric and positive definite. 
Let 

y = (vI' Y2' Y3) = (detJ.L)1/2xJ.L . l/l. 

Then in y-space, the gradient operator becomes 

'i/ y = (.i..,.i..,.i..) =(detJ.L)-II2'i/J.LI!2. 
JYI Jh JY3 

If the row vector F is defined as 

F = (detJ.L) - I!2EJ.L 1/2, 

(2.2) 

(2.3) 

(2.4) 

(2.5) 
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it follows from (2.1) and (2.4) that 

VXE = (detJ.L)1I2(Vy XF)J.L1I2. (2.6) 

Repeating this principle with regard to (1.2) and accounting 
for (2.2), we arrive at 

FII,..+VyX(VyXF)= -(detJ.L)-I!2J,J.L- I12. (2.7) 
To incorporate (1.5), we first define 

w = (WI ,W2 ,w3 ) = (detJ.L)I!2vJ.L - 112. (2.8) 

We can then show that the Jacobian modulus 

I a(x - vt) I = (detJ.L) - 1, 
ay y=w t 

(2.9) 

in which case, 

8(x - vt) = (detJ.L)8( y - wt). (2.10) 

Let, next, 

0 
a a 

aY3 aY2 

with tr denoting the trace. Observe, via (2.11) and (2.17), a 
second degree homogeneity ofP(Vy), from which it follows 
that for any constant X, 

trP(XVy ) = Xl trP(Vy), trP2(XVy ) = X 4 trP2(Vy); (2.20) 

hence 

L(X:t'XVy ) = X
4
L(:t'Vy ). 

(2.21) 

Consider the scalar function ¢ governed by 

L (! ,V y ) ¢ = H (t )8(y - wt). (2.22) 

Accounting then for (2.4), (2.5), and (2.8), the algebraic res
olution of (2.15) via (2.18) leads to 

Ell = - (detJ.L)vJ.L - 112 ,.. - I 

X adYQ{!, (detJ.L) -112 VJ.L 1I2} ¢J.L -112, (2.23) 

a second derivative in the original x-space; here adj T denotes a 
0 S(Vy) = 

aY3 
a a 

a 
aYI 

0 

(2.11) the transposed adjoint of the Q-matrix. Condition (1.6) im
plies that Ell 0 before the source is activated. This is guar
anteed by postulating 

aY2 aYI 
a skew symmetric matrix operator with the property 

detS(Vy)=O. (2.12) 

It is then seen that 

(2.13) 

By reconsidering the square bracketed quantity in terms of 
vectorial operations, we have 

S2(Vy) = V;Vy - IVy V;, (2.14) 

I being the 3 X 3 identity matrix. 

Applying (1.5), (2.8), (2.10), and (2.13) to (2.7), we get 

Q (! ,Vy ) FT = - ,..-1 w TH(t)8(y - wt), 

where the 3 X 3 matrix operator Q is defined as 

(a ) a2 

Q -, Vy = 1- + P(V y), 
at at 2 

with 

P(Vy) = ,..-IS2(Vy)' 

Note the property 

detQ(O,Vy) = detP(Vy) 0, 

(2.15) 

(2.16) 

(2.17) 

which follows in view of (2.17) and (2.12). Hence, from 
(2.16). a2 I at 1 is a factor of 

detQ (~,Vy) = ~L (~,\ly), (2.18) 
at at 2 at 

say. This involves the characteristic polynomial ofP(Vy) 
and is of order six in al at. Thus, the linear scalar operator 
(cf. Ref. 5). 

(2.19) 
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¢ =0 over t < O. (2.24) 

3. INVERSION 

Relative to a translated frame defined by 

s = (SI' S2' S3) = y - wt, 

with corresponding gradient operator 

Vs = (aias l ,aIJs2 ,alas3), (2.22) becomes 

L(:t -w,Vs ' Vs )¢=H(t)8(S). 

(3.1) 

(3.2) 

We introduce the Fourier transform FT[¢ ] whose inverse is 

¢ = f f 1, exp(ia·s) da f: ",+: ic Ff[¢ 1 exp( - iut) duo 

(3.3) 

For the horizontal complex integral path ( - 00 + ie, 
00 + ie), we choose e > O. We shall see that this choice satis

fies the condition (2.24). The outer triple integral with re
spect to a = (aI' a 2, a 3) ranges over the infinite three-di
mensional space R3: - 00 <av < 00 (v = 1,2,3), 
equivalently, O<lal < 00, with the unit position vector 
S = (SI' Sl' S3) = alai - IE fl 3 , the three dimensional unit 
sphere. Thus, 

dfl being a surface element of fl 3 • Fourier transformation of 
(3.2), with the homogeneity rule (2.21) incorporated, yields 

L (- u - a·w,a) Ff[¢ 1 = i(21T) - 4 u- I. (3.5) 

Regarding the L function in (3.5), we deduce from 
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(2.19) that its primary version 

L(-a,a)= [a2-a~(a)J [a2-a~(a)], (3.6) 

where, accounting for (2.20), we can express 

a ± (a) = 10.1 a ± (~), (3.7) 

with 

a ± (~) = I - ~trP(~) ± ~ I [trP(~) f 
_ 2[(trP(~W - trp2(~)] ]112]1/2. (3.8) 

By the principal axes theorem, there is no loss of generality in 
assuming a diagonalized 1'-matrix [Ref. 4, (3.45)]: 

(

A 1-2 0 0 ) 
1'= 0 A;-2 0 . 

o 0 A 3-
2 

(3.9) 

However, £ and J.1 are generally nondiagonal. Positive defi
niteness of l' demands that its eigenvalues A j- 2(j = 1,2,3) 
are all positive. Thus, from (2.14) and (2.17), one derives 

- trP(~) = A i(S~ + sD + A ~(S~ + sD 
+ A ~(S ~ + S~) > O. (3.10) 

Furthermore, assuming, again without sacrificing general
ity, that 

(3.11) 

one can establish after some extensive computations that 

2trp2(~) - [trP(~)] 2 

also, 

= [(lsI I IA ~ - A ~ 11/2 - IS3 IIA i-A ~ 1112)2 
+ siCA i-A DJ 
X [(lsI I IA i-A ~ 1112 + IS311A i-A ~ 1112)2 
+ S~(A; - AD]; (3.12) 

[ trP(~)] 2 _ trp2(~) 

= 2(S i A ~ A ~ + S ~ A ~ A i + S ~ A i AD> O. 
(3.13) 

Thus, 

0..;; [trP(~) F - 2 [(trP(~W - trp2(~)] < [trP(~)F. (3.14) 

By (3.10), then, (3.8) discloses a + (s) to be real and positive, 
while -

a + (~)~a __ (~) over n 3 • (3.15) 

Nevertheless, it is seen from (3.8) and (3.12) that a + (s) and 
a _ (~) do coincide discretely, viz., along the four separate 
directions 

~ = ± IA i-A ~ 1- 1/2( IA i-A ~ 1112,0, IA ~ - A ~ 1112), 

± /A i-A ~ / - 112 

xC/Ai -A~ 1112
,0, -IA~ -Aj 1

1/2). (3.16) 

Let 

0, v= 1, 
a + (a) - a·w, v= 2, 

UJ y = UJy(a) = - a + (a) - a·w, v = 3, 

a _ (a) - a·w, v = 4, 

- a _ (a) - a·w, v = 5. 
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(3.17) 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

Then by (3.3), (3.5), and (3.6), 

<p = _1_ II r exp(ia·s) do. 
(217Y JR, 

i f'" + ;c exp( - iat) d x- a. 
21T -oo+;c rr~=1 a-UJy(a) 

(3.22) 

The inner a integral must be considered for each 10.1 E(O, 00 ), 

in which case, we shall see that it approaches a singular be
havior as 10.1-0. Such a singularity ultimately contributes 
to an integration with respectto 10.1 in accordance with (3.4). 
The a integrand is meromorphic with, normally, five real 
poles at a= UJy(a) (v = 1, ... ,5). Ift<O, the path 
( - 00 + ie, 00 + ie) may be closed by an infinite semicircle, 
necessarily drawn into Ima> e, and along which the ex
tended integral vanishes because conditions of Jordan's 
lemma are satisfied. Due to the choice e> 0, all five poles 
occur outside the closed contour constructed, so that (2.24) 
indeed holds by virtue of Cauchy's theorem. 

Henceforth, we assume that t > 0, whence, in order that 
the extended integral along a closing infinite semicircle van
ishes, this semicircle must, by Jordan's lemma, be described 
within Ima < e. The completed closed contour is anticlock
wise and circumscribes all five poles. These are simple for 
almost every ~E n 3 and V 10.1 E(O, 00). Discrete exceptions 
are (i) the four directions of (3.16) along each of which UJ2 
meets UJ4 while UJ3 meets UJ5 to form two separate poles, both 
of order two provided 

± ~.w*a + (~) [= a _ (s)] (3.23) 

along the particular S direction; (ii) other ~ directions 
satisfying 

s·w = a + (s), - a + (~), a _ (s), - a _ (~), 
(3.24) 

i.e., where UJy (v = 2, 3, 4, or 5) meets UJ 1 0 to form a dou
ble pole at a = O. Should (3.23) be violated by a coincidence 
of any of the ~ directions for (3.24) with one of the ~ direc
tions of (3.16), then we have a triple pole at a = 0 and a 
separate double pole at a = UJ2 ( = UJ4) or at a = UJ3 ( = UJ 5). 

It is established in the appendix that, whatever the or
der of each pole along any specified S direction, a uniformly 
consistent value for f ~ ;;,;~ ;c can be determined on the basis 
that every pole is simple V ~E n 3 • The key factor is, of course, 
the fact that each pole is simple almost everywhere on n3 , 

whereupon residue theory yields 

(3.25) 

Observe that this result confirms, in view of (3.7) and the 
forms (3.17)-(3.21), an inverse quartic singular behavior 
near 10.1 = o. 
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4. THE SPHERICAL INTEGRALS 

Accounting for (3.1), (3.17)-(3.21), it can be shown from (3.22) and (3.25) that 

r/J = 2 - 1(21T) - 3 L II r exp(ia.s) - exp! i[ a·y - O'l'(a) t ] 1 da 
1'= ± JR, O',,(a)[~(a) - c?_l'(a)] [a·w - 0',. (a)] 

_ 2- 1(21T) - 3 L II ( exp(ia·s) - exp! i[ a·y + O'vCa) t ] J da 
1'= ± JR, O'1'(a)[~(a) - c?_,,(a)] [a.w + O',,(a)] , 

where 0' _ v = 0' 'F when v = ±, over which the summation runs. Now (3.7), (3.8), (3.10), and (3.13) reveal that 
O',,(a) = 0'1'( - a). Consequently, we can show that if 

r/JJy,t) 

= (21T) - 3 II ( cos [a·y - O'1'(a) t] da 
JR, O'v(a)[ ~(a) - c?_ v(a)] [O'y(a) - a.w]' 

then 

r/J = L r/Jy(y,t) - r/Jv(s,O). 
v= ± 

Within the context of generalized functions, 6 

SOC a - Z cos(aX) da = - !1TIX I 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

for any real scalar X. This rule can be applied with (3.4) and (3.7) to (4.2) to secure the contribution imparted by the singularity 
at lal = ° arising from (3.25). Thus, recollecting (2.3) and (2.8), we eventually establish in the original x-space, 

r/J,(y,t) 
1 Ii l(detl1)1/2Sl1- 112XT - 0'1'(;)( I dfl 

= (41T) 1 iJ, O'1'(S)[~(S) - aZ_ y(S)] [(detl1)1/2Sl1 - 1I1VT _ O'v(S)] . (4.5) 

Moreover, if 

r = (rl,rZ,r1) = x - vt, (4.6) 

i.e., the position vector relative to the advancing current edge, then 

r/J,.(s,O) = (4~f I L, 
l(detl1)1/2Sl1-1/2rT Idfl 

X , 
O',.(s)[~(s) - c? v(s)] [(detl1)1/2Sl1- 112VT - O'Js)] 

(4.7) 

which is time independent in r-space. As a consequence of the coincidental poles phenomena discussed earlier, the integrands 
represented in (4.5) and (4.7) are singular on fl3 at each of the four S values of(3.16), as well as at any S value satisfying 

(detl1) 1I2Sl1 - 1/2VT = 0',(;). (4.8) 

Cauchy principal value interpretations are therefore applicable to the spherical integrals of(4.5) and (4.7). In terms of these 
spherical integrals, a solution for the scalar field r/J as expressed by (4.3) is now formally complete. The solution for the vector 
field Ell is then evaluated from (2.23). Observe that as t-o + ' r/J,(y,t )~,,(s,O), and so r/J-o; coupled with hypothesis (2.24), 
this indicates a continuity across t = 0. 

A. A steady state 

Since 0' _ (S) > 0, it achieves a positive minimum on flo. 

Suppose 

(detl1)I121 Xl1 - 1/21 < t minO' (~). (4.9) 
fl, 

This describes a domain originating at x = 0 with the CUf

rent activation when t = 0. It thereafter evolves with time 
about its origin which becomes increasingly separated from 
the subsequent current edge at r = O. We shall demonstrate 
that Ell attains a steady state relative to this edge and inside 
the specified domain. 

By (3.8) and (3.14), 0' + (;);;'0' _ (;). So (4.9) implies 
that V;E fl 3 , 

(detl1)l/2g~ III x'<O',,(;) t (v= ±). (4.10) 

192 J. Math. Phys .. Vol. 21. No.1. January 1980 

Now, in view of(2.4), (2.14) and (2.17), the 3 X 3 Q operator 
of (2.16) is homogeneous of degree two in a/at, a/aXj 
(j = 1,2,3). Hence, its cofactors and therefore its transposed 
adjoint 

adj'Q {~, (det~)-1/2Vl1l/2} 

= adfQ { ! -v'V, , (det~) - I!2Vr~ 1/2} (4.11) 

are each homogeneous of degree four in a/at, a/aXj 
(j = 1,2,3). Here, V, = (a/ar\> a/ar2 , alar,). So on fl l , 

the combination 

l(det~)I/2s~ - 1/2XT - O'J;)t I 
being linear in x I , X 2 , X J and t and smooth under (4.10), 
vanishes identically when acted upon by the adYQ operator 
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of(4.11). Applying this notion to (4.5) and recalling the time 
independence of l,bv(s,O) in r-space, we have from (2.23), 
(4.3), and (4.11), 

E" 
= (detj.l.)vj.l. -1127 -ladYQ[ - v·v" (detj.l.)-1/2V,j.l.I12j 

x L l,b,,(s,O)j.l. - 112, (4.12) 
v= ± 

which is generally nontrivial, but is time independent rela
tive to the r-frame. In this respect, a steady state develops 
within the domain defined by (4.9), or in particular, at any 
given x position after a sufficiently long period. 

The domain of (4.9) can be geometrically identified. 
First we apply the principal axes theorem to the symmetric 
matrix j.l. to get the diagonal form 

N'~N~ (~ ~ 0) ° , 
J-L3 

(4.13) 

for a specific orthogonal matrix N, i.e., N - I = NT. So 

~-'~Nn' + (4.14) 

Let xN = X = (XI' X 2 , X 3 ), i.e., the x) axes and X) axes are 
separated by a pure rotation. Then 

\Xj.l.-112\2 =Xj.l.-IXT= L J-L)-IX]. 
) ~ 1.2,3 

(4.15) 

Since j.l. is positive definite, its eigenvalues p) (j = 1,2,3) in
troduced in (4.13) are positive. Consequently, the steady 
state supporting domain expressed by (4.9) is the interior of 
an ellipsoid with equation 

(detj.l.) ) ~+,2,3 J-L)- I XJ = t 2[ n:},n 0' - (~) r (4.16) 

This ellipsoid expands about its center at x = 0 and retreats 
in relation to the current edge at r = O. As (4.9) merely repre
sents a sufficiency criterion, the particular steady state ofE" 
may well extend to a larger domain containing the present 
ellipsoid, 

B. The resultant ~v·~ .t rPv (s,O) 

The resultant Lv ~ + l,b,,(s,O) is crucially involved in 
(4.12) as well as in the main result (4.3). Its two constituents 
are individually represented by (4,7). However, a compact 
spherical integral form for this resultant exists in terms of an 
algebraic transform of the L operator defined by (2.19). Such 
a form can be extracted in the first instance from (3.25). 
Alternatively, it is easy enough to obtain from (4.2), Thus, 
via the 0'" symmetry, 

rP,·(s,O) 

- 1 II ( cos(a·s) da 
(21T)3 JR, [c?,.(a) -~. ,,(a)] [o:(a) - (a.w)2] 

(4.17) 
- 1 I( I~,sl dfl 

(41T)2 Ju, [c?,,(~)-~_,,(~)] [(~'W)2_c?,(~)]' 
(4.18) 
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which follows from (4.17) via (3.7) and (4.4), and represents 
an alternative to (4.7). Accounting for (3.6), then, 

V= ± 
(detj.l.)I12 I ( \ ~j.l. - 1/2rT \ dfl 

= (41T)2 In, L [ - (detj.l.)I12~j.l. - 1!2VT,~j , 
(4.19) 

the desired form, As this persists ~definitely in r-space, it 
could be interpreted as a possible Cerenkov radiation func
tion. The complementary resultant Lv ~ ± l,bv(y,t), which 
cannot contribute to Ell in the steady state, would then re
present the switch-on effect of the source current. 
- - -

APPENDIX 

By the reasoning accorded to (3.22), a typical real pole 
of its 0' integrand at w) = OJ) ( a) can, Vial E(O, 00 ), attain an 
order of m) = 1,2, or 3 depending on the direction of 
~ = alai - IE fl 3 • However, the subsequent result (3.25) is 
formulated on the basis that each m) = 1, this being indeed 
the case almost everywhere on fl 3 • Should m) > 1 along 
some isolated ~ direction, the individual residue contribu
tion from OJ) to (3.25) fails since OJ) equals OJ v for at least one 
v-=/=j; in this event, the residue contribution from the particu
lar OJ v ( = OJ) likewise fails. Nonetheless, this need not imply 
the failure of the resultant L J ~ I . The objective in this appen
dix is to demonstrate that such a sum is, in fact, uniformly 
valid V~E fl 3 • 

When t> 0, the fundamentally correct residue repre
sentation for the 0' integral of (3.22) at any ~E fl3 should be 

i Joo + ic exp( - iO't) 
- 5 dO' = L res(OJ), m), 
21T -00 +ic IIv~1 O'-OJv(a) ) 

where 

res(OJ), m) 

(AI) 

= (m) ~ I)! [( :O't,-I II::~~(~:~~Ja~wJ' 
(A2) 

which expresses a finite residue at the 0' pole OJj of order 
mj = m) (~). The number of such residues encountered in 
(AI) is at most five (achieved only if every mj = 1). The 
product II,,:OJ v =/=OJj in (A2) involves 5-m) factors. Should 
every m) = 1 (j = 1, ... ,5), (AI) and (3.25) become identical 
expressions. 

A 0' pole of order 2 occurs along any of the four ~ direc
tions of (3.16) or when any of the four relations in (3.24) 
holds along ~ directions distinct from those of (3.16). Pre
cisely, it occurs when two normally separate polesOJj and OJk 
of orders m) = 1, m k = 1 meet for some instantaneous ~ val
ue, say, TJEn). If ~ is sufficiently near TJ for each laIE(O, 00), 
then OJ) -;:::,OJk , so that 

( 1) 
1 exp( - iOJ/) 

res OJ), = --------'---
OJ) - OJk IIV(h.k) OJ) - OJ" 

(A3) 

1 exp( - iOJ k t ) 
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a exp( - iWk t) + + a (Wj - tud, (A4) 
aWk TIv(*j.k)tuk - tu" 

since, on the right side of (A3), the factor accompanying 
(tuj - tuk) I is an analytic function of tuj within some suffi
ciently small neighborhood of tuk' The leading term in (A4) 
is - res(tuk ,1), which is now near singular. However, in the 
limit as s-+'TJ, the combination 

lim [res(tuj , 1) + res(tuk,I)] 
s~'1 

a exp( - itu k t ) I 
= atuk nV(c¥-j.k )tuk - tu" !; = '1' 

= res(tuk ,2) /!; = '1 res(tuj ,2) /!; = '1' 

(A5) 

(A6) 

a bounded residue whose bounded ness evidently follows 
from the mutual cancellation of a singular pair. Once S de
parts from 'TJ, res(tuj ,2) /!; = '1 resolves spontaneously into the 
original constituents res(tuj' 1) and res(tuk' 1). The transition 
and recovery in the l.j composition of(3.25) as S crosses 'TJ is 
clearly consistent with (AI). Thus, (3.25) is uniformly valid 
'VSE [}3' at least for a poles whose orders never exceed two. 

Reconsider (3.16). Suppose along any of the four speci
fied S directions now denoted by 'TJ, say, a + ('TJ) = 'TJ·w (or 
- 'TJ.w). Let s-+'TJ. Then two separate simple poles tuj and 

tuk' withj = 2, k = 4 (orj = 3, k = 5) converge towards the 
simple pole tu I =0 to form, in the limit, a triple pole at a = 0. 
Meanwhile, the two remaining simple poles tu3 and tus (or 
tu l and tu2) approach one another to produce, when S = 'TJ, a 
consistent net contribution associated with a double pole as 
already demonstrated. Suppose 

A - 2. [L exp( - iat)] (I = 0,1, ... ), (A7) 
1- l! aa1 n,,,,ej.k.l)a - tu,. (7=0 

a finite coefficient. Then 

exp( - itu/) 
res(tuj , I) = ,(A8) 

tuj(tuj - tuk)n,,(.fj,k,l)tuj - tu" 
=(tuj -Wk)-I(Aotuj ·

1 +AI +A2tuj +A3tu7 
+ A4tut + ... ) (A9) 

when S is sufficiently near 'TJ for each luIE(O, (0). A corre
sponding representation holds for res(tu k ,I), whereupon, 
when s-'TJ, 

res(tuj , 1) + res(tu k' I) 
-Aotuj-ltu,,-) +A2 +A3(tuj + tuk) 

+ A4 (tuJ + tuj tuk + tuz) + .... (AlO) 
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But 

Aotuj - )tuk-) = res(tu l =0,1), (All) 

which is presently near singular. From (AlO) and (All), 
however, 

lim [res(tu}, 1) + res(tuk, 1) + res(tul ,1)] 
I; ''1 

= limA2 = res(tu} ,3) /" ~ '1-res(tuk ,3) / S'~ '1 
S "'1 

res(tu) ,3) Is -- '1' (AI2) 

a finite value resulting from the combination of three singu
lar quantities whose singular parts annihilate each other. 
Again (3.25) remains consistent with (AI), in particular, 
throughout an S neighborhood of'TJ, ifj = 2 and k = 4, the 
state of affairs is as follows: 

2~ fX,x':" 
s 

= L res(tuj , I) outside the neighborhood, (Al3) 
j~) 

- res(tu) 0,3) II;' '1 + res(tu; tus ,2) I!; - lJ 

inside the neighborhood. (AI4) 

Since no mj exceeds 3 over [} 3' the establishment for uni
form validity of (3.25) is now complete. 
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Relativistic unsteady phenomena are established for a crystalline medium with unaligned sets of 
permittivity and permeability principal axes, but incorporating a compounded uniaxiality about 
some non principal direction. All effects originate from a suddenly activated, arbitrarily oriented, 
maintained line current conducted with a finite velocity v. Integral representations studied in 
another paper (Chee-Seng) are applied. The original coordinate system is subjected to a series of 
rotational and translational, scaled and unscaled transformations. No specific coordinate frame 
is strictly adhered to. Instead, it is often expedient and advantageous to exploit several reference 
frames simultaneously in the course of the analysis and interpretations. The electric field is 
directly related to a net scalar field 11 involving another scalar 'I' and its complement \ii which can 
be deduced from '1'; 'I' and \ii are associated with two expanding, inclined ellipsoidal wavefronts S 
and ~; these are cocentered at the current origin and touch each other twice along the uniaxis. 
Elsewhere, S leads ~. For a source current faster than S:vt E extS, 'I':::i:O within a finite but 
growing "ice-cream cone" domain, its nontrivial composition being X - 1/2 inside sand 2X - 112 

inside part of a tangent cone from the advancing current edge vt to, and terminating at, s; the 
function X vanishes along such a tangent cone. Alternatively, for a source current slower than 
s:vtE ints, if vt is avoided, X> 0 everywhere, while 'I' = X - 1/2 inside S but vanishes identically 
outside S. However, the crucial scalar field 11 depends on three separate current-velocity 
regimes. Over a slow regime: vtE int~, 11 is nontrivial inside S wherein it is discontinuous across 
~. Over an intermediate regime: vt E intsnext~, 11 takes four distinct forms on 12 adjacent 
domains bounded by S, ~ and a double-conical tangent surface linking vt to ~. But for a fast 
regime: vt E extS, 11 assumes six distinct forms on 18 adjacent domains bounded by S, ~ plus two 
double-conical tangent surfaces, convertexed at vt, to both Sand [. Singularities are normally 
confined to these boundaries. Relative to a moving frame, X is time-independent. Nevertheless, 'I' 
and, consequently, 11 evolve unsteadily, principally because of transitions across the expanding 
ellipsoids S and ~ which also acquire a relative retreat from the current edge vt. An evolution 
scheme is discussed in detail. This produces, among other things, a steady state corollary which, 
in tum, covers Cerenkov radiation. A quadrical symmetry exists with respect to a family {Q, 1 of 
constant x-surfaces. These are quadric surfaces cocentered at vt and having principal axes 
inclined to those of S (and ~). Their interactions with S are closely examined. Ifvt E extS, each 
Q, is a hyperboloid of two sheets which are asymptotic to the double-conical tangent surface 
connecting S to vt; 'I' can become nontrivial on only one sheet, viz., that which is approached by S 
as the latter retreats from vt; eventually, two permanent intersections, one following the other, 
occur along two expanding and travelling parallel plane circuits. But if vt E intS, each Q, is an 
ellipsoid inside which S initially evolves until an encounter occurs, first as a point contact which 
immediately grows into a plane circuit; as this traverses Q" it expands and then contracts to a 
diametrically opposite point where contact breaks off. Finally, an elliptical axisymmetry about a 
principal direction of { Q,l is demonstrated. Corresponding behaviors hold in relation to [. 

1. INTRODUCTION 

If a source current is conducted inside a crystal with a 
speed comparable to the wave speeds of the crystalline struc
ture, relativistic steady state effects, which may include Cer
enkov effects, are ultimately detectable within a moving 
frame. This is possible on the hypothesis that, since its acti
vation, the current possesses a monotonous history over an 

indefinite period preceding observations. However, the evo
lution process throughout any finite period following a sud
den activation is unsteady, primarily because of discontinui
ties across the fundamental wavefronts (i.e., those associated 
with a stationary localized impulse) which have not yet 
reached infinity prior to a steady state. 
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The present paper focuses on such an unsteady develop
ment within a crystalline medium with unaligned permittivi-

0022-2488/80/010195-16$01.00 © 1980 American Institute of Physics 195 



                                                                                                                                    

ty and permeability principal axes. However, a fundamental 
compounded uniaxiality prevails in the sense that a certain 
compounded permittivity-permeability matrix possesses a 
double eigenvalue. Nonetheless, the uniaxiality does not 
generally occur about any of the six principal directions serv
ing as those of two inclined ellipsoidal wavefronts. Further
more, it is inevitably modified by the finite velocity of the 
current flow which is arbitrarily oriented. Unless this orien
tation is along the uniaxis, it normally disrupts the 
uniaxiality. 

Besieris I has tackled the problem of a moving crystal
line medium with aligned pairs of principal permittivity and 
permeability axes. Both anisotropies are uniaxial about a 
common principal direction. Along this direction, the medi
um moves uniformly, thus preserving the uniaxial symme
try. Radiation originates from an impulsive stationary point 
source in the form of a longitudinally as well as a transverse
ly placed magnetic dipole. Besieris' investigation covers var
ious speed ranges for the medium relative to the appropriate 
directional velocities of the fundamental wavefronts; these 
are spheroidal. Cerenkov-type phenomena can be found in
side circular cones. In two preceding papers, Besieris2 and 
Besieris and Compton3 determined the Green's function for 
a moving isotropic conducting medium; other investigators 
who worked along similar lines include Lee and Papas,'" 
Compton and Tai,6 Tai,'-9 Compton,t° Chen and Yen,ll Ka
lafus, 12 Johannsen,I3,14 SolimenoY 

An analysis of Cerenkov radiation within a crystal has 
also been made by Majumdar and PaP6 via a Lorentz frame, 
relative to which the medium propagates past a stationary 
charged particle, Both sets of principal axes are again 
aligned. To achieve uniaxiality, two of the permittivity-per
meability ratios were assumed equal. Crystalline properties 
therefore parallel those of Besieris.! In a subsequent paper, 17 

Majumdar and Pal extended their Cerenkov analysis to the 
case of a biaxial crystal and obtained exact results when the 
medium travels along a principal direction. In both papers, 
the radiated energy was considered. This was dealt with in 
greater detail by Majumdarls who additionally formulated 
(i) a generalized uniaxiality criterion for aligned as well as 
unaligned permittivity and permeability principal axes and 
(ii) a theorem for deducing double anisotropy results from 
those for electric anisotropy only via direct substitutions. 
Sastry l9 also studied Cerenkov radiation within a doubly ani
sotropic crystal along corresponding lines, but more com
prehensively. Results were derived for the radiation cones 
and energy loss in a generalized uniaxial medium (cf. Ref. 
20). 

In an earlier paper on the crystalline field equations, 
Lewandowskpl established the same uniaxiality criterion as 
that of Majumdar and Pal. 16 Other aspects of the moving 
uniaxial medium already examined include wave reflection 
and transmission (Lee and Lon), and field quantization 
(Kong23). Another paper of Kong24 concentrates on an opti
cal approach from a bianisotropic theory. From a more gen
eral but formal consideration of the moving medium, Jo
hannsen2' made a brief application to the uniaxial case (see 
also Handelsman and Lewis26). Finally, related papers on the 
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uniaxial medium have also been published by Clemmow,2' 
Felsen,28,29 Mei30 and Lu and Mei. 3I 

2. COMPOUNDED UNIAXIALITY 

Consider a crystalline medium with constant permittiv
ity and permeability matrices e and ~; these are real, sym
metric and positive definite. Within this medium, radiation 
from an electric current of density J is governed by the Max
well's equations 

\7XE + Ht~ = 0, \7XH - Ete = J, 

relative to the x = (x I 'X2 ,x 3) frame; E and H are the electric 
and magnetic field vectors. Following Chee-Seng,32 we again 
select a singular source current that is suddenly switched on 
at instant t = O. It then shoots out from the point x = 0 with 
a constant velocity v along an infinitesimally thin conductor 
which is arbitrarily oriented, say, along the positive; I -direc
tion of some fixed orthogonal frame; = (;1 ';Z ';3)' This is 
coorigined with the x frame and is related to it by a rotational 
transformation; = xR with modulus detR = 1. Thus, in 
particular, 

J=vlvl IH(t)[H(;I)-H(;1 -lvlt)]8(;z)8(;3)' (2.1) 

whereH and 8 denote, respectively, the Heaviside unit func
tion and the Dirac delta function. Since the induced electric 
and magnetic fields cannot precede current activation, 
therefore 

(2.2) 

According to Kline and Kay,33 there exists a nonsingu
lar real symmetric matrix ~ 1/2 whereby ~ = ~ IIZ~ liZ. 

Clearly, the inverse (~ liZ) - I = ~ - 1/2 is also symmetric. 
Furthermore, the compounded permittivity-permeability 
matrix 

l' = ~ - IIZe~- 1/2 (2.3) 

is symmetric and positive definite, and so possesses only 
positive eigenvalues A 1- z, ,.1,2- 2, A ;- 2, say. There is no loss of 
generality in assuming the diagonal form 

(

A 12 0 

l' = 0 ,.1,2- 2 

o 0 

(2.4) 

since this is attainable with an appropriate orientation of 
coordinate axes. However, e and ~ are generally nondia
gonal. Corresponding permittivity and permeability princi
pal axes are normally unaligned. 

The previous paper32 deals with the derivation of certain 
triple integrals and their reductions to surface integrals over 
the unit sphere. That paper covers a situation where all three 
eigenvalues of the compounded matrix l' are distinct, but 
does allow the possibility of there being two coincidental 
eigenvalues, viz. Al ">,.1,2 >,.1,3' Coincidence of two such ei
genvalues corresponds to a compounded uniaxiality. A com
prehensive study of this compounded uniaxial case forms the 
objective of the present paper which will employ as a basis 
the triple integrals [refer ahead to (2.18)] obtained in the 
earlier paper. 
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Let us define the vectors J2 

y = (vI ,Y2 'YJ) = (det~)I/2x~ - 112, 

w = (WI 'W2 ,wJ ) = (det~)I12v~ - 112, 

S = (SI ,S2,SJ) = y - wt, 

(2.5) 

(2.6) 

(2.7) 

and, with I denoting the identity matrix and T denoting the 
transpose, the following matrix and scalar operators 

(2.8) 

(2.9) 

L (!!-.-,\1y) ~ + ~ trP(\1y) + HtrP(\1y) p 
at at 4 at 2 

-!trP2 (\1y), (2.10) 

where \1y = (alaYI ,alaYl,alaY3)' the gradient operator in 
y-space. The operators Q and L are related by 

detQ(!!-.-,\1y) = ~L (!!-.-,\1v). 
at at 2 at . 

Let 

CT+ (u) ={-!trP(u) ±H2trP2(u) 
_ (trP(u))2]1/2}112, (2.11 ) 

where the real vector u = (a l ,a2,a3). (Actually, CT + (u), 
- CT + (u), CT _ (u) and - CT _ (u) are the four CT zeros of 

L ( - CT,U), an algebraic transform of the fourth-order L op
erator.) In terms of the eigenvalues of T, 

- trP(u) 

= A ~ (a~ + an + A ~ (a~ + an + A ~ (a~ + an 
> 0, (2.12) 

while 

2trp2(u) _ [trP(u)]2 

=[(laIIIA~-A~11/2 

- la311A~ -A~ II/2r+a~(A~ -An] 
x[(laIIIA~-AjII/2 

+ la311A~ -A~ 11/2)2+a~(A7 -A~)]. 

(2.13) 

In the procedure adopted by Chee-Seng (Ref. 32, Sees. 1-4), 
the Maxwell's equations incorporating the source current of 
(2.1) are first combined into the single vector equation 

EII€ + \1X [(\1XE)~ - I] 

= - J[ = - vH (t )8(x - vt ), 

which is then used to formulate the relationship 

Ell = - (det~)v~ - I12T - I 

XadYQ{%r ,(det~) - 1/2 }\1~1/2l,h~ - 1/2 (2.14) 

between the electric field E and a scalar field l,h. The latter 
satisfies 

L (%r,\1y)l,h = H (t )8(y - wt) 

and, in consistency with (2.2), 

l,h 0 over t<O. 
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(2.15) 

(2.16) 

Fourier transformation of (2.15) and subsequent inversion 
for l,h, with (2.16) accommodated, then produces 

l,h = I l,h" (y,t) -l,hv (s,Q), (2.17) 
v= ± 

where 

l,h, (y,t) = (21T) - 3 

ff r cos[u,y-CT,(u)t]du 

X JR,CT,,(U)[~,(u) -rr. ,,(U)][CT,.(U) -u.w] , 
(2.18) 

with CT _, = CT 'F (v = ±); the triple integral with respect to 
u ranges over the entire three dimensional space R 3' Formu
las (2.17) and (2.18) are results from the preceding paper 
that together playa key role in the present analysis. They 
hold throughout t> O. Henceforth, unless otherwise speci
fied we assume that t> O. 

Hereafter, we adhere strictly to the compounded uniax
ial system wherein 

AI =A2 =A, say, withA>A3 >0. (2.19) 

This corresponds to a fundamental wave configuration 
that is uniaxial about the Y3 axis which passes through the 
point (0,0, 1)~ 1/2 in x-space. Permittivity and permeability 
principal axes remain normally unaligned. 

Incorporating (2.19), (2.11 )-(2.13) simplify to give 

CT + (u) = A lui, (2.20) 

CT_(U)= [A~(a7 +an+A 2an l12. (2.21) 

Now, consider the integrand in (2.18). By (2.20) and (2.21), 
the factor 

~,(u) - rT_ ,,(u) = ± (A 2 - A ~ )(aT + an (v = ±). 
Its vanishment admits two complex integrand singularities 
at a l = ± ila2 1 (or, alternatively, at a 2 = ± ila l I). To 
avoid encountering both these singularities, we operate on 
l,h + of (2.18) with the two-dimensional Laplacian 

, a2 a2 a1 a2 
\1; = - + --- +-

aYT ay~ aST as~ 
(2.22) 

to get, via (2.20) and (2.21), 

41TA (A 2 - A ~ )\1;'l,h -+ (y,t) = q> (y,t iW,A), (2.23) 

where 

q> (y,t Iw,A) = -1-ff r cos(u·y -luIAt) du. 
2~ JR, lui (u·w - lulA ) 

(2.24) 

Clearly, 

41TA (A 2 - A D\1;'l,h + (s,O) = q> (S,OiW,A ). (2.25) 

Likewise, 

41TA (A 2 - A ~ )\1;'l,h _ (y,t) 

= -Affr cOS[U,y-CT(U)t] du (2.26) 
2~ JR,CT_ (u)[U'W-CT_ (u)] , 

- - q> (y,t IW,A3 ) (2.27) 

which follows from (2.26) by comparison with (2.24) after 
first noting the form (2.21), substituting the a 3 integration 
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variable appropriately in (2.26), and then introducing new 
vectors 

Y= CYI'Yl,A -IA3y3 ),w= (WuWl,A -IA3w3 )· 
(2.28) 

Moreover, ifs = y - wt = (SI ,Sl' A 1A3s3 ), (2.29) 

then,41TA (A 1 - A ~ )\7:'r/J _ (s,O) = - cf> (s,Olw, ,1,3 ); 

(2.30) 

whereupon, applying (2.23), (2.25), (2.27), and (2.30) to 
(2.17) and defining 

.1 = 41TA (A 1 - A n\7{r/J, (2.31) 

1[/=1[/ (y,t Iw,A ) = cf> (y,t Iw,A ) - cf> (s,Olw,A ), 
(2.32) 

W -1[/ (y,t I w,A 3 ), 

we obtain .1 =.1 (y,t ) = 1[/ - W, 
(2.33) 

(2.34) 

a net scalar field whose convolution with a logarithmic Pois
son kernel provides the inverse to (2.31), viz., 

1 foo foo 
r/J= 16rA (Al-An -00 -oc .1 (;I';1'Y3,t) 

Xln[(Y1 -;1)2 + (Y2 -;2 )2]d;ld;1' (2.35) 

This together with (2.14) serve as a formal representation for 
the vector field E" . 

3. THE FUNCTIONS <P and Ij/ 

To determine the .1 solution explicitly, we need the val
ue of the cf> function represented by (2.24). To evaluate the 
triple integral involved, it will be expedient to use another 
reference frame. For this purpose, we first perform a positive 
rotational transformation on the integration variable a to 
get 

K=aZ. (3.1) 

Regarding the matrix of rotation, one has Z - 1 = Z T, while 
the Jacobian equals 

aa 
- = detZ_1. (3.2) aK 

Note that laZI = lal and a·y = K·(YZ). Thus, (2.24) 
becomes 

cf> (y,t Iw,A ) = -I-II r COS[K'(YZ) - IKIAt] dK, (3.3) 
2r JR, IKI [K'(WZ) - IKIA ] 

= _1_ I r 8{~.(yZ) - At} dfl, (3.4) 
21T In, K'(WZ) - A 

which ranges with the unit position K = KIKI - lover the 
three dimensional unit spherical surface fl3 with element 
dfl; (3.4) follows from (3.3) via dK = K ld IKldfl and the 
rulel4 

i oo 
cos (aX )da = 1T8(X). (3.5) 

Suppose the matrix Z is chosen to lead to a coordinate 
frame K = (K 1 ,K z,K 3) whose K 1 axis is coplanar with the 
(original) vectors y and w, and whose K3 axis is aligned with 
the vector y. Then, relative to this K frame, 

yZ = (O,O,lyl), wZ = Iwl(O,sin,B,cosP), (3.6) 
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/3 being the angle between yZ and wZ. Furthermore, in terms 
of a colatitude OE[O,1T] and an azimuthal angle t/'E[0,21T): 

K = (sinOcos,p,sinOsin,p,cosO), dfl = sinOdOd,p. 

Hence, from (3.4), 

cf> (y,t Iw,A ) = itT1 (0 )8( lylcosO - At)sinOdO, (3.7) 

where 

with 

1(0) = _1_ rltT 
d,p 1" dz 

21T Jo K'(WZ) - A = 21Ti J.:/ D (z) , 
(3.8) 

D (z) = zl(2i) - Ilwlsin,BsinO + z( IwlcosPcosO - A ) 

- (2i) -llwlsin,BsinO. (3,9) 

In (3.8), ~ .:/ denotes an integral over a closed anticlockwise
described unit circle !L': z = exp(i,p) (O<,p < 21T). 

Suppose 

Iwlsin,BsinO #0. (3.10) 

Then D (z) can be factorized as 

D (z) = (21) - Ilwlsin,BsinO (z - z+)(z - z_), (3.11) 

where 

z ± = {lwlcosPcosO - A ± [( IwlcosPcosO - A )1 

- w2sinl/3sinlO ]112}/ilwlsin,BsinO (3.12) 

is a pole of the z integrand [D (z)] - 1 in (3.8). Observe that 

Iz+llz-1 = 1. (3.13) 

Case 1: 

(lwlcosPcosO - A )1 < wlsinl/3sinlO; (3.14) 

here,z+#z_ but Iz+1 = Iz-I = 1, sothatz+( #Z_)E!L' andz-E!L'; 
therefore, in the sense of a Cauchy principal value, 

1(0) = !residue[D(z)]-1 + 1residue[D(z)]--1=0, 
z = z~ z = z_ 

(3.15) 
since 

residue[D (z)] - 1 = ± 2i(lwlsin,BsinO) - I(Z+ - z_) - I. 
Z = Z , 

Case 2: 

(lwlcosPcosO - A )1> wlsinl/3sinlO (> 0); 

here z ± is purely imaginary and, moreover, 

z-Eint!L', but z+Eext!L' if IwlcosPcosO >,1" 

z+Eint!L', butz_Eext!L' if IwlcosPcosO<A; 

so (3.8) yields, via (3.16), 

1(0) = 2i( Iwlsin,BsinO ) - 1 (z+ - z_) - 1 

Xsgn(A - IwlcosPcosO). 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

Accounting for (3.12), (3.20) together with (3.15) imply 

1(0) = sgn( IwlcosPcosO -A) 

H {( IwlcosPcosO - A )1 - wlsinl/3sinlO} 
X , 

{( IwlcosPcosO - A )1 _ wlsinl/3sinlO } III 

(3.21) 
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pertaining to either (3.14) or (3.17). The situation 

Iwlcos/3cosO = A (3.22) 

falls under (3.14), for which (3.15) holds and is clearly cov
ered by the overall result (3.21). 

Alternatively, suppose 

I w I sin,BsinO = O. 

Then, provided 

Iwlcos/3cosO #A, 

it can be seen directly from (3.8) that 

/ (0) = (lwlcos/3cosO - A ) - I, 

(3.23) 

(3.24) 

(3.25) 

which is actually the limiting form of (3.21) at attainment of 
(3.23). Therefore, our result (3.21) also covers the situation 
(3.23) accompanied by (3.24). 

We now turn to (3.7). At y = 0, 

<P (O,t Iw,A )-0 (t> 0). (3.26) 

Otherwise, assuming y#O tentatively, 

<P (y,t Iw,A ) = Iyl JX
oo 

[I (0) Lo,o~a H (1 - a 2
) 

X o(a - Iyl - IAt )da (3.27) 

-I I-IH( 2_A 2t 2 )[/(0)] - y y co,(i,~ Iyl 'At' 

(3.28) 

Now, from (3.6), 

Iwlcos/3 = (yZ)o(wZ) = yZZTwT = Y'w, (3.29) 

in terms of the unit vector y = y I y I - I. Whence 

[( Iwlcos/3cosO - A )2 - w2sin2,Bsin20 tose~ Iyl 'At 

= xlyl 2, (3.30) 

with 

X A 2(lyl-Y'Wt)2- (y2_A 2t 2 )[W2 _ (Y'W)2], 
A 2(y _ wt)2 + (W.y)2 _ w2y2. 

Consequently, (3.21) and (3.28) lead to 

<P (y,t Iw,A ) 

(3.31) 

(3.32) 

= {X -- 1/2H (X)Sg~(Y.wt - Iyl) 

valid for 

(y2>A 2t 2
), (3.33) 

(y2 <A 2t 2), (3.34) 

X#O. (3.35) 

In view of (3.26), the range y2 < A 2t 2 for (3.34) may be point 
extended to include y = O. 

The situation 

Iyl = Y·wt (3.36) 

is admissible throughout provided, in view of (3.31) and 
(3.35), that 

(3.37) 

where w = wlwl -- I; in particular, we have X < 0 when 
y2 > A 2t 2, in which case the associated result (3.33) vanishes 
identically corresponding to the effect (3.15) under (3.14) 
with (3.22); alternatively we have X> 0 when y2 <A 2t 2, in 
which case the trivial result (3.34) holds. On the other hand, 
avoiding situation (3.36), one can allow 
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w = O(y#O) or y = w(y#wt), (3.38) 

corresponding to (3.23) under (3.24); nonetheless, it must 
again be understood that y2#A 2t

2
• Regarding (3.38), (2.6) 

and (2.14) indicate an absolute vanishment of the time de
rivative Ell (but not necessarily of E) when w = 0; however 
ifJ=I=O and, according to (2.15), represents the scalar field of 
an abruptly activated stationary source. 

Consider the expression (3.32). From (2.7) we deduce 

(3.39) 

So 

(3.40) 

whose dependence on y and t arises solely through their com
bination s; (3.35) demands that s#O. By (3.33), then, 

<P (s,Olw,A ) = - X - I12H (X). (3.41) 

Thus, applying (3.33), (3.34), (3.41) to (2.32), we arrive at 

tJ! = {2X - 1/2H (X)H (Y·wt - Iyl) 
X - I!2H (X) 

(y2>A 2t
2
), (3.42) 

(y2 < A. 2t 2). (3.43) 

4. GEOMETRICAL INTERPRETATION IN THE ORIGINAL 
REFERENCE FRAME 

All results should be recast in the original x frame. Only 
then can actual propagation phenomena be satisfactorily 
understood. 

First we appeal to the following factll: Since the real 
symmetric matrices E and ~ are positive definite, their re
spective eigenvalues E), 11) (j = 1,2,3) are all positive; fur
thermore, by the principal axes theorem, there exist ortho
gonal matrices M, N whereby 

(

EI 0 0) (111 0 
M-IEM= 0 E2 0, N- I~N= 0 112 

o 0 E3 0 0 

(4.1) 

Note that M - I = M T and N - I = NT. The eigenvectors 
involved in the diagonalizations may be arranged to yield 
positive determinants viz. detM = detN_I. On introducing 
the vectors 

X=xN= (XI ,x2,x3)' V=vN= (VI ,V2 ,V3 ),(4.2) 

it can be verified from (2.5) and (2.6) that 

y2-x~ - IX T de*-(det~) I 11)-IXJ, 
) ~ 1.2.3 

w2_v~-lvrde* (det~) Il1j I VJ, 
) ~ 1.2.3 

Y'w-x~ - IvTdet~=(det~) I 11)- IX;~. 
j ~ 1.2.3 

Throughout, det~ = 111112113 > O. 

Let us define in x space the surface S: 

(4.3) 

(4.4) 

(4.5) 

x~ -lxTdet~ =A 2t
2

• (4.6) 

Now the right-handed x system is related to a right-handed 
X system by a rotation which preserves the shape and dimen
sions of any surface, e.g., that of $. By (4.3), (4.6) is equiv-
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alent to 

(detJ.L) I f1j- IXI=J. 2t 2; 
j ~ 1.2,3 

(4,7) 

i,e" 5 is an expanding ellipsoid centered at x = 0, It repre
sents a fundamental wavefront, Its principal (permeability) 
axes are the Aj axes (J = 1,2,3), Clearly, 

{

ext5 (exterior to 5 ) 
y2 ~ A 2t 2 if and only if XE S (4,8) 

int S (interior to s), 

Thus (3.42) holds ifxEexts, while (3.43) holds ifxEints. 
These results involve X. Now, we can show from (3,32) that 

xt 2 _(yowt - A 2t 2)2 _ (W2t 2 _ J. 2t 2)(y2 - J. 2t 2); (4,9) 

[(detJ.L). I f1j' IAj~t-A2t2r 
J - 1.2,3 

- [(detJ.L) .. I f1j IVlt2 -J. 2t2] 
J - ',2,3 

X[(detJ.L)j~+2,/j 'XI-J.
2
t

2
], (4.10) 

which follows from (4.9) via (4.3)-(4,5). Whence, 

X=O, (4.11) 

with X expressed in the principal X frame by (4.10), is now 
recognized as the Joachimsthal's equation for the surface C 
which is tangential to the expanding ellipsoid 5 and is point 
constricted at the traveling current edge at x = vt, provided 
vtEexts. If vtEint5, C never exists, Actually C comprises two 
convertexed cones C -+ , C. ,one of which C _ ,say, touches 
5. We refer to Fig. 1. The domain interior to C _ but exterior 
to 5 is separated by S into two portions fiJ + and fiJ , say: 

g; -+ u9 _ =intC ... nextS. (4.12) 

FIG, I. Case vtEexts: Generation of the tangent cone C and its comple
ment C, . Nontrivial values of tp are obtained within the darkened "ice
cream cone" domain Y , u intS· Elsewhere and off the boundaries So C t 

and C : tp == 0, N.B, The path traced by the source current over time t is 
represented by the vector VI, 
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In particular, 9 + is a finite conical region vertexed at 
x = vt and adjacent to intC + • The vector vt passes into 9 -+ 

from within intS and is directed away from the partially infi
nite complementary domain .@ _ . In Sec. 5 we shall estab
lish the following explicit results: 

(I) If 

vtEexts, (4.13) t '" \fxEints, (4.14) 
If/ = 2x- ';2, \fXE!iJ + ' (4.15) 

0, \fxefiJ + uintSUSUc. (4.16) 
(II) If 

vtEints, (4.17) 

If/ = {; 
112 \fxEints but ,#vt, (4.18) 

\fxEexts, (4.19) 

Note that the If/values expressed by (4.14)-(4.16), in the case 
(4,13), hold at reception points off the double cone C, i.e., as 
required by (3.35). 

Defining the moving frame 

and applying (2,5)-(2,7) to (3.40), we have 

X = (J. 2 - VJ.L' 'vTdetJ.L)rJ.L'- 'rldetJ.L 

+ (rJ.L ... 'v1 detJ.L)2. 

(4.20) 

(4.21) 

Relative to the moving current edge at r = 0, X is obviously 
time independent. Our earlier requirement s,#O is now 
equivalent to r,#O, a necessity for xeC; it is also a condition 
of(4.18). We emphasize that, regarding both (4.14) and 
(4.18), a reception point at the initial current origin x = 0 
(EintS) is acceptable unless v = O. 

By (4.3)-(4.5), (3.36) is equivalently given by 

(detJ.L) I f1j '(Xj - ~Vit)2 = tw2t 2
, 

j~ 1.2.3 

(4,22) 

the equation of another ellipsoid So' Its center is the travel
ing point x = ~vt along the current path. Like S, 50 expands, 
but possesses a fixed point at x = O. Additionally, it passes 
through the current edge at x = vt, The three principal axes 
of So are parallel to those of S. By virtue of (3.31), (3.36), 
(4.8), and (4.11), if vtEexts, So intersects S along the latter's 
contacts with C . But ifvtEints, then 50uintSo Cints. Ac
cording to (3.36) and (3,37), the reception point x may be 
taken along 50 provided xesn50 when vlEexts, v,#O and that 
x avoids the current edge at vt, a consistency with the re
quirement r '# 0, Corresponding comments apply to (3.38). 

5. ESTABLISHMENT OF THE GEOMETRICALLY 
EXPLICIT If/ VALUES 

The geometrically explicit expressions (4.13)-(4.19) 
must be derived from (3.42) and (3.43). The Heaviside func
tions H (X) and H (Y·WI - Iyl) evidently play key roles. 

Case I vlEext5: Here, by virtue of (4.4) and (4.8), 

(5.1) 

The geometrical configuration of Fig. 1 can be constructed, 
Now, 

(5.2) 
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rlL . LrT detlL + 2rlL - LvTt detlL 

_ (A 2 _ vlL LVT detll)t 2. (5.3) 

Consider, in r space, the point ar. If arEs, (4.8) and (5.3) 
imply that 

a2rll' LrI detll + 2arll - LvTt detlL 

- (A 2 _ Vll - LVT detll)t 2 = 0 , (5.4) 

a quadratic equation in a with leading coefficient 

rlL _. IrIdetw==s2 > 0, (5.5) 

it being implicit that the reception point r#O. Both a roots 
to (5.4) are, on accommodating (4.21), 

a± =tC -rll-lvTdetlL±xl12)(rll-lrTdetll) -I. 
(5.6) 

For our proof, we consult Fig. 2. First, we select any 
rEextC _ nextC + . Then the line passing through the r origin 
(at x = vt) and point r never intersects S, so that a ± must be 
complex. Therefore the real function 

X < 0 VXEextC _ nextC + . (5.7) 

Furthermore, extC _ nextC + Cexts. Accounting for (4.8), 
then, (3.42) yields: 

1JI =0 VXEextC _ nextC + ' (5.8) 

a partial verification of (4.16). On the other hand, for any 
rEintC _ uintC + ,such a line always intersects S at two sepa
rate r points, viz., a + r and a _ r. Hence a + must be real 
and distinct, so that -

X> 0 VXEintC _ uintC + . (5.9) 

Then from (4.21), (5.1) and (5.5), 

FIG. 2. Case vtEext~: Geometric consideration for the a, ranges initially 
indicates the following: (I) rE extC n extC , : a, is complex, (2) 
rE.!).', :a, >1,(3)rEY' :O<a. <1,(4)rEintC, :a. <0. 
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XI12 < IflL - LV
T detlLl VXEintC _ uintC -+ • (5.10) 

We note in passing that ifrEC, then a + = a _ , confirming 
satisfaction of (4.11). 

Now intsCintC _ . Whereupon, applying (5.9) and 
(4.8) to (3.43), the result (4.14) follows. 

It now remains to turn our attention to the domains 
g; + ' g; _ and intC + , each of which is inside C __ or C + 

but outside S, wherein at any reception point r, y:#:O so that 

H(yowt-Iyl) H(-soy) HC-rlL IxTdetll). 
(5.11) 

Consider any rEg; + . Fig. 2 reveals that the vectors r 
and a ± r are in the same direction, i.e., a 0 > O. So, neces
sarily, by (5.5), (5.6), and (5.10), 

rll-lvTdetlL<O. (5.12) 

But, as Fig. 2 further discloses, I a ±. r I > I r I. Hence 
a -+ > a > l. In particular, a _ > I implies 

rll- IXT detll < - XI12t <0. (5.13) 

Thus, via (4.8), (5.9), (5.11), and (5.13), (3.42) simplifies into 
the form (4.15). 

At any rEg; _ ,inequality (5.12) holds for the same rea
son. However, Fig. 2 indicates that 

l>a-t>a_(>O). (5.14) 

Using 1 > a + , we deduce from (5.6): 

(5.15) 

Alternatively, for any rEintC -+ ' the two vectors r and a + r 
are oppositely directed, i.e., a ± < 0, so that by (5.6) and
(5.10), we must have 

rll - IX Tdetll > 0, (5.16) 

which, combined with (5.5) implies 

rll - IV
T detll > 0 VXEintC + . (5.17) 

Consequently, incorporating (4.8), (5.11), (5.15), and (5.17), 
(3.42) reduces to 

1JI =0 VXEg; _ uintC + , 

which together with (5.8) implies (4.16). 
Case II vtEint5: In view of (4.4) and (4.8), 

w2=Vll - IV
T detll <A 2. 

So by (4.21) and (5.5), 

X> 0 Vx(-*vt ). 

(5.18) 

(5.19) 

(5.20) 

Thus, via (4.8), the result (4.18) follows from (3.43). Finally, 
we choose any rEext5; then 

(5.21) 

via (4.8) and (5.19). Whereupon (4.19) follows from (3.42). 
Our verification is now complete. 

6. RELATIVE EVOLUTION 

Let us consider the propagation of 1JI relative to the 
advancing current edge. Although X is time independent, 
nonetheless (4.13)-(4.19) constitute an unsteady representa
tion, primarily because of the transitions at finite instances 
across the expanding ellipsoidal wavefront s. The latter's 
direct involvement is a switch-on effect of the current source. 
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If, instead, the current is switched on during some infinite 
negative time, then at any finite positive time, no direct par
ticipation of S is physically detectable, at least within finite 
ranges, because S now exists at infinity. The study ofCeren
kov radiation from a particle moving in an isotropic or crys
talline medium is normally conducted under such a steady 
state environment. However, in his investigation into the 
moving isotropic medium problem, ComptonlO (see also Ref. 
26) did discuss unsteady possibilities arising from a suddenly 
activated point source. From our present analysis, the steady 
state behavior can be extracted as a corollary from the evolu
tion process. 

The vanishing of expression (5.3) provides an equation 
for S within the r frame. Let f = r I r I - 1. We deduce via Fig. 
2 that if vtEexts, then for any f directed into intC _ , g's 
equation must possess two real Irl roots representable by 

Irl=c+(f)t, c_(f)t, (6.1) 

where c ± (f) are (Irl,t )-independent positive c roots to 

c2fJL - 1fT detJL + 2crJL - IVT detJL - (A 2 - vJL -- IV T detJL) 

=Q ~~ 

Likewise, it can be demonstrated that ifvtEintg, then for 
each f, there is only one real Irl root, say, 

Irl = c(f)t, (6.3) 

c(f) being a positive c root to (6.2), to which c( - f) is, inci
dentally, also a positive c root. 

Not only does S expand about the fixed origin x = 0, 
but it also suffers, according to (6.1) and (6.3), a relative 
retreat from the current edge at x = vt, assuming v;zfO. In 
fact, along S any particular point which maintains a fixed r 
direction retreats from x = vt with a uniform relative veloc
ity. Now both ends of the current, viz., the initial and subse
quent positions of its edge at x = 0 and vt, serve as locations 
of two principal energy sources. The energy released is 
trapped partially (vtEextg) or fully (vtEintg) inside s. The 
retreat of S from both principal energy sources confirms the 
Sommerfeld radiation principle that energy propagates 
away from any source. Our present analysis never incorpo
rates this principle. Its satisfaction may be interpreted as an 
indirect outcome of our applied initial condition (2.2) or 

FIG. 3. Case vtEcxtS: Relative evolution over three consecutive times. 

202 J. Math. Phys., Vol. 21, No.1, January 1980 

! 
~ {f 
1 / 

I 

FIG. 4. Relative evolution when vtEints. 

(2.16). Now, nontriviallJl values are proportional to X - 1/2 

and hence to Ix - vt I - I by virtue of(4.21). Thus at any 
fixed x point of reception, there is an attenuation with in
creasing time (unless v = 0). But at any fixed r point for 
reception following the current edge, there is no attenuation. 
A possible explanation for the attenuation is that, although 
the current keeps flowing, the principal source at x = 0 acts 
impulsively with current activation; it then immediately 
ceases transmitting so that its initial energy flux is never 
sustained. On the other hand the principal source at x = vt 
does maintain a continuous energy supply to the extent of 
preserving permanently the nontrivial IJI field at any fixed r 
position. According to (4.21), X = 0 (r = 0), 
A 2t 2VJL - IV

T detJL (x = 0). Consequently, IJI is singular at 
r = 0 but not at x = 0 (for v;zf 0). This reinforces the proposi
tion that the principal source at x = vt, but not that at x = 0, 
stays active throughout t> O. 

Figure 3 portrays the evolution scheme for three con
secutive periods t = tl , t 2 , t3 over which vtEextS' The paths 
relative to x = 0 and r = 0 for two typical positions of S with 
Irl-distances given by (6.1) are clearly traced (broken lines). 
Both these positions diverge as S expands. Meanwhile the 
gaps between them and the current edge increase. The cones 
C + and C_ are, in a sense, translated along with their com
mon vertex at x = vt. Simultaneously, they expand with S 
but maintain a fixed solid angle at the vertex, relative to 
which, therefore, they do not appear to vary. This process 
develops uninterruptedly. Ultimately, when t = 00, S is at 
infinity in relation to the two infinitely separated origins 
x = 0 and r = 0; so is the domain fiJ _ ; however, the domain 
fiJ + virtually occupies the interior of C ___ . Thereupon, a 
steady state prevails with solution 

{
2X - 1/2 at any finite rEintC _ , 

'P= o at any reOJintC _ . 
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In the steady state, (4.21) again represents X which is in
volved in (6.4) and Eq. (4.11) for C = C + uC _ . Results 
(6.4) and (6.5) correspond to Cerenkov radiation from the 
moving current edge. Evidently, on approaching the steady 
state, 

1/1--+0 at every finite x point. (6.6) 

The case: vtEints is depicted in Fig. 4, again over three 
consecutive times tl , t2, t3' Broken lines indicate the paths, 
relative to x = 0 and r = 0, described by two r points of the 
type 

rc(r)t, - rc( - r)t, (6.7) 

with reference to (6.3). When t = 00, the evolution also at
tains a steady state wherein the points x = 0, r = 0 and the 
ellipsoid S are infinitely apart from each other; moreover 

1/1 = X - 112 at every finite r( #0). (6.8) 

At such a point, the infinite ellipsoid S is undetectable. The 
same remark applies with regard to (6.4) and (6.5). 

7. THE COMPLEMENT .p AND THE..::1 SOLUTION 

The resultant expressed by (2.34) involves the comple
ment .p. From (2.32), (2.33), (3.42), and (3.43), we deduce 

.p = {2i - 1I2H (i)H (§.wt - Iyl) 
i - 112H (i) 

where § = ylyl- I and, via (3.40) and (4.9), 

(y2>A ~t2), 

(y2<A~t2), 
(7.1) 

(7.2) 

i (A ~ - W2)S2 + (W'S)2, (7.3) 

-t - 2 (y.wt -A ~t2)2 - (w2 _ A ~ )(y2 - A ~t2). (7.4) 

The overall validity reception criterion is, in view of (3.35), 

i#O. (7.5) 
Again an effective interpretation would be a geometri

cal one given in the original x or r frame. This should, in 
particular, provide a clear contrast with our geometrically 
based 1/1 values. For this purpose, we first write the symmet
ric matrix ~ - 112 in the form 

JL - '" ~ (:) ~ (ai.ai.aD. (7.6) 

aj being thejth row (vector) of ~ - 112. By (2.5), then, 

y = (det~) 1/2 (xa;,xaf,xaD. (7.7) 

In view of (2.4), we can write T = T 1/2T 112 with 

Thus, 

~ - 1I2T - 112 = (Aa;, Aaf, A3 aD. (7.9) 

Whence, via (2.28) and (7.7), 

y = (de*) 112 (xa;,xaf, A - IA3xaD (7.10) 
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=A -1(det~)I12x~ -1I2T-I12. 

Likewise, starting from (2.6), we can show that 

w = A - I (det~) 1/2V~ - 1/2T - 112, 

so that by (2.29), 

s=A -1(det~)I12r~-1I2T-I12. 

From (2.3), 

E - I = ~ - 1/2T - I~ - 112. 

(7.11) 

(7.12) 

(7.13) 

(7.14) 

We can then proceed to derive from (7.11), (7.12), (7.14), 
and (2.4): 

y2= A ~A 2XE - IXT detE A ~A 2detE L Ej-1iJ, (7.15) 
j= 1,2,3 

w2=A~A2VE-IvTdetE A~A2detE L Ej-IV], (7.16) 
j = 1,2,3 

Y'w- A ~A 2XE -IVT detE_ A ~A 2detE L Ej-I~~, (7.17) 
j = 1,2,3 

where, accounting for (4.1), 

X=xM= (XI'x2'x3)' V=vM= (VI,V2,V3). 
(7.18) 

Note that detE = EI E2 E3 > O. The right-handed X system is 
related to the x system by a rotation with orthogonal matrix 
M, and therefore to the X system of (4.2) by a combined 
rotation with orthogonal matrix N - 1M. 

Through (7.15), we see that 

XE-IxTdetE=(detE) L Ej- IXJ=A- 2t 2 (7.19) 
j= 1,2,3 

is the equation for another expanding ellipsoid t; its princi
pal (permittivity) axes XI 'x2'x3 are generally unaligned 
with the principal axes of S, which is cocentered with fat 
x = O. More precisely, 

y2 ~ A ~ t 2 if and only ifxE{tX~ . 
intS 

Furthermore, from (7.4) and (7.15)-(7.17), we have 

i t2 __ [ ]2 (detE). L Ej-IXj~t-A -2t 2 
AjA4 }=I,2,3 

- [ (detE)j =~2,3Ej- I VJt 2 - A - 2t 2] 

(7.20) 

X [(detE)j=~2'3Ej-IXJ -A -2t 2]. (7.21) 

So, ifvtEextt, then i = 0 is another Joachimsthal's equation 
for the tangent surface C (to t) comprising two cones C + 

and C _ which are convertexed at x = vt, with C _ , say, 
touching t. Criterion (7.5) requires that each reception point 
xeC. Comparison of(7.1) and (7.2) with (3.42) and (3.43) 
reveals that a radiation pattern analogous to that for 1/1 can 
be easily deduced via the following substitutions: 

s=:}t, C=:}C, C ± =:}C ±' X =:}i· (7.22) 

Suppose the finite conical domain ilJ + and the partially 
infi~ite domain ilJ_ _ are defined via the same analogy: .fP ± 

=:}.fP ± . IfvtEintS, then analogous to the situation where 
VtE ints, C and hence C ± and ilJ ± never exist. We can now 
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assert: 

f// ="? If. (7.23) 

Therefore, If is analogously determined from (4.14)-(4.16) 
and with reference to Fig. 1 when vtE ext[, as well as from 
(4.18) and (4.19) when vtE intf It depends on 

i A jA 4[ (A - 2 - V€ - IV T dete)re - Ir 7 dete 

+ (re IvT dete)2], (7.24) 

obtained from (7.3), (7.12)-(7.14) and (7.16). Hence, within 
the r frame, X is time independent like X-

The combination (2.34) for the.::1 solution is naturally 
influenced by the geometric disposition between 5 and f 
Some idea of the geometry is therefore crucial. Consider 

V(y2 - A 2t 2) Vy2 
n(5)= IV(y2_A2t2)1 = IVy21 ' 

V n;2 - A ~ t 2 ) Vy2 
nc[) = -

I V (f - A ~ t 2) I - 1 Vy21 ' 
(7.25) 

the instantaneous unit normal vectors to 5 and [ respective
ly, V being the gradient operator in x space. But 

VyJ = 2 (detJ.L) I12Yj V (xa/) = 2yj aj (detJ.L) 1/2. (7.26) 

So 

n(5) = j ~+2.3 Yj aj I ; =+203 Yj aj I .. I (7.27) 

- YI a l + Y2 a2 + A 2A ~ Y3 aJ 
n(5) = IYI a l + Y2 a2 + A - 2A j Y3 aJ I 

(7.28) 

Next, we note that 5 meets [if and only if 

y = ± (O,O,At ). (7.29) 

Let bj denote the jth row of 

~'n~ (:) (7.30) 

Then, via (2.5), the encounter snt occurs at two moving 
points x = x.,x. given by 

x t = ± bJAt (detJ.L) - 112. (7.31) 

Moreover, from (7.27)-(7.29) we have 

n(nlx·x = ±aJla31-I=n([)lx~x. (7.32) 

confirming that the ellipsoids 5 and [ meet tangentially at 
the points x+ and L Evidently, one ellipsoid is enclosed by 
the other. To be more precise, we consider any xEintf Then 
by (7.20), 

A 2t 2>A 3· 2A 2(y~ + y~) + y~:>y2, 
so that XE intS. As intS #- intt, therefore 

int[Cints. (7.33) 

Observe that the tangential contacts between 5 and [ occur 
along the uniaxis (Sec. 2) which is obviously parallel to b3 • 

We are now ready to formulate explicitly the.::1 function 
of(2.34) with the aid of(4. 13)-(4. 19) accompanied by Fig. 1, 
plus (7.22), (7.23), and (7.33). 

The simplest case is that for a slow current: vtEint[; here 
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FIG. 5. Intermediate current-velocity regime: VIE intSn eXIt. The various 
subdomains ofints normally support nontrivial representations of .1. Triv
ial values occur over the four subdomains ,/i" .11" ,'Ii'., ,J? 4 of extS' 

{

X 1/2 - ,t 1/2 inside t: x#-vt,_ 

.::1 = X 1/2 between 5 and 5, 
o outside S. 

(7,34) 

(7.35) 

(7.36) 

Next, suppose the current flows within an intermediate 
velocity regime: vt lies between 5 and f Then a single double
conical tangent surface, viz., C = C + uC ,to [is point 
constricted at x = vt. Let us refer to Fig. 5. The domain ints 
is normally partitioned by [ and C into eight subdomains, 
viz. int[ and § + (both already defined) together with 
!i) I ,91 2, ... ,£0 (,. The domain exts is partitioned by C + and 
C into four partially infinite portions .W I ,.W 2,&1 3 ,.W 4 . 

Generally, then, 

A = {XX I/x2 -0 12IX"~- - 1/20ver ,q;., 
.:.J 1/2 - X 1/2 inside t, 

over fi; I ,91 2 , ... !iJ (" 

over :;li I ,:J? 2 ,.'Ii J ,:;;? 4 • 

(7.37) 

(7.38) 

(7.39) 

(7.40) 

Finally, we examine the case for a/ast current :vtEextS' 
Here, two double-conical tangent surfaces, viz., 
C = C + uC to 5 and C = C + uC to t, are coincidental
ly point constricted at x = vt (see Fig. 6). We ignore degener
ate situations wherein adjacent C. n 5 and C n [ contacts 
overlap the sn [ contact at XI or x . Then C _ partitions 
the finite conical domain fi; j (represented in Fig. 1) into 
three segments fi; I , !iJ 0, 9 - . Also, t and C... divide intS 
into intt, subdomains fi) 1,9 2 , ... !iJ 6' while the remaining 
space outside 5 is divided by C and C into ,W I ,.91 2 , ... :111 x . 

Whereupon, 

X 
1/2 -X 1/2 inside t, (7.41 ) 

2x 1/2 -2i 1/2 over go (7.42) 

2X 1/2 over !i) + , g; - , (7.43) 
.::1= 

X 
1/2 -2x . 1/2 over !iJ I ,!1J 2' (7.44) 

X 
1/2 over ,q;3,!}J 4 ,9 s ,fi;(,' (7.45) 

0 over &I I ,/3? 2, .. ·,&1 R' (7.46) 

Lim Chee-Seng 204 



                                                                                                                                    

FIG. 6. Fast current: vtE extS-o Nontrivial representations of.:::l are found 
within the various subdomains of intS- u9 t ,viz., the darkened region 
(Fig. I) of nontrivial 1/1. Elsewhere, precisely over the subdivisions :11 I , 

./i" ... ,./i,:.:::I:o::O. 

As t_ 00, $ and ( progress towards infinity relative to 
both x = 0 and r = O. Amongst the results (7.34)-(7.36) for 
the slow current, only (7.34) remains appropriate. Thus, 
during the ultimate steady state, 

A = X - 1/2 - X - 1/2 at any finite r( #0), 

whenever 

ve -- IvTdete <A - 2, 

(7.47) 

(7.48) 

an explicit! independent expression of slowness. For a cur
rent velocity within the intermediate regime, equivalently, 

ve-IvTdete>A -2, but v .... - IvTdet .... <A 2, (7.49) 

we note in particular that the originally bounded conical 
do:nain l!J; + (Fig. 5) grows into intC _ itself; in the limit 
(7.37)-(7.40) reduce to 

A = {X - 112 - 2X - 112 at any fin~te rEi~t~ _ ~ (7.50) 
X - 1/2 at any filllte rEOJintC _, (7.51) 

the complete steady state solution under (7.49). Finally, in 
the case of the fast current, i.e., 

v .... - IVT det .... > ,12, (7.52) 

it is evident from Fig. 6 that 

}2)o_intC _ and}2) +u}2) - _intC nextC , (7.53) 
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in the course of which 9? 5 ,9? 6 ,9? 7 are repelled towards in
finity by $, while 9? I , ... ,9? 4 and 9? 8 remain intact; from 
(7.41)-(7.46), we deduce that in the steady state, 

.1= 

{

2X -- 1/2 - 2x -- 112 

2x - 1/2 

° 

at any finite rEintC_ , 

at any finite rEintC _ nextC _ 

at any rEin I , ... "cn 4 ,9? 8' 

(7.54) 

,(7.55) 

(7.56) 

Now, in y space, $ is a sphere while (is a prolate spher
oid. Consider the fundamental propagation with v = O. [NB 
Although, by (2.14), Ell = 0 when v = 0, the associated fun
damental problem as posed by (2.15) with w = 0 and (2.16) 
is, nonetheless, never a trivial one. In particular, its ¢J solu
tion as well as the inducing A quantity, both related by 
(2.35), remain nontrivial.] The function X A 2y 2 is spheri
cally symmetric about y = 0, while X= A ~y2, like the sur
face (, is axisymmetric about the Y3 axis, i.e., the uniaxis. 
The net effect measured by the corresponding A solution of 
(7.34)-(7.36) is consequently axisymmetric about this 
uniaxis. It is within this context, and with reference to the y 
frame, that our terminology of compounded uniaxiality ap
plies. Strictly speaking, unless the current velocity is orient
ed along the uniaxis, it disrupts such a fundamental uniaxia
lity, causing X and hence 1/1 to be axisymmetric about the w 
direction instead in y space. It additionally causes X and 
hence Ij/ to be axisymmetric about the w direction in y space. 
However $ and (, being independent of current velocity, re
main unchanged. 

We shall next verify that the fundamental uniaxiality 
can be recovered by aligning the current flow along the 
uniaxis, viz., 

v = ± Ivllb,l- Ib3 = ± Ivllb3 1- 1(0,0,1 ) .... 1/2,(7.57) 

i.e., by (2.6) and (2.28), 

w = (0,0,w3 ), w = A - lA, (0,0,w3 ), 

with 

lV, = ± Ivllb3 1- I(det .... )1/2. (7.58) 

Hence from (3.40) and (7.3), 

X - (A 2 - w2
) (s7 + s~ ) + A 2S~ 

(A2_w2)(y~ +yn+A 2(Y3 -W3!)2, 

X- (A 2 - w2 ) (S2 + S2 ) + A - 2,1 4 S2 3 I 2 , 3 

(7.59) 

(A ~ - w2
) (v~ + yn + ,1- 2,1 j (y, - W, t)2, 

(7.60) 

which are obviously axisymmetric in y space about the Y3 
axis. Thus we recover the fundamental uniaxiality. Note that 
X and X are also axisymmetric about the S3 axis in s space. As 
the current conductor obviously passes through a contact 
point between $ and (, only two current velocity regimes are 
admissible, viz., the slow and fast regimes, corresponding to 
which the respective solutions are given by (7.34)-(7.36) and 
(7.41)-(7.46). 

We now turn temporarily to the situation wherein 
M = N = I in (4.1), i.e., e and .... are diagonal (such a restric
tion being abandoned elsewhere throughout this paper). In 
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particular, one can presently take 

(

IlIIZ 0 0 ) 
J.L liZ = ~ 1l~12 0 . 

o 0 IlVz 
(7.61) 

Whence, (2.3) and (2.4) yield A. ,-: Z = Ev Ilv- I(V = 1,2,3), so 
that the compounded uniaxiality criterion of (2.19) simpli
fies to 

(7.62) 

which represents the criterion exploited by Besieris, I Ma
jumdar and Pal,16 Lewandowski. 21 From (4.2) and (7.18), 
X = X = x, V = V = v. According to (4.7) and (7.19), 

(detJ.L) L Ilj-IX] =A. Zt
Z

, 

j= I.Z.3 

(dete) L Cj- IX] = A. - Zt Z (7.63) 
j= I,Z,3 

are the new equations for 5 and t; these now share common 
permittivity and permeability principal axes x I ,xz and X3 • 

The new uniaxis is the principal X3 axis through the Sn t 
contacts of (7.31) which now occur at x ± = ± fL 1- 112 
X cz- I/Zt (0,0, 1). As in the general case, axisymmetry of the 
fundamental structure normally exists only in the y space. 
However, should (7.62) be satisfied by CI = Cz andll l = Ilz, 
this axisymmetry extends into the x space. 

8. CONSTANT X SURFACES 

As we already know, when vtEextS, the function X takes 
the constant zero along the tangent surface C.uC and no
where else. In the case: vtEintS, however, X never vanishes. A 
point of curiosity therefore arises. This concerns the possible 
existence of other surfaces of constant X values, particularly, 
positive X values. Such surfaces would then be symmetry 
surfaces of 1/1 within the domains wherein I/I~O and is non
singular. They need not, however, be surfaces of constant 1/1, 
e.g., due to the latter's discontinuity across 5 when vtEextS. 

We need a certain canonical representation for X. First 
we perform on the s frame of (2. 7) a rotation with orthogonal 
matrixK: K T = K - I anddetK = 1, until we arrive atthe s*
frame: 

s* = (sf,s!,sT) = sK. (8.1) 

The third column ofK is chosen to be the vector w Tlwl - I 
with unit magnitude compatible with orthogonality. Then 
sT = s,wlwl- I; also s* Z = S z. Whereupon, defining the di
agonal matrix 

(

It Z _ W Z 

H= 0 
o 

(3.40) leads to 

X=S*Hs*T _rGrT detJ.L, 

where 

G=J.L - I12KHKT J.L - 112. 
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(8.2) 

(8.3) 

(8.4) 

Clearly, 

G T J.L - I12K(J.L - I12KH) T J.L -- I/zK(KH) TJ.L - I/Z-G, 

(8.5) 

which is therefore symmetric and so possesses real eigenva
lues GI , Gz , G3 , say. Furthermore, according to the princi
pal axes theorem, 

(

GI 0 0) 
L - IGL = 0 G2 0, (8.6) 

o 0 G3 

for some orthogonal matrix L: L T = L - I and detL = 1, 
say. By (8.2), (8.4), and (8.6), then, 

GI G2 G3 detG=(detH) (detJ.L)- I 

= A. 2 (A. Z - w2 )z(detJ.L) - " (8.7) 

a positive value. Hence either 

GI >0, G2 >0 and G3 >0, (8.8) 

or two of the Gj's are negative and one is positive, say, 

GI <0, G2 <0 and G3 >0. (8.9) 

We next introduce a new coordinate r* frame derived from 
the r frame by a rotation with the orthogonal matrix L: 

r* = (rf,r!,rT) = rL. (8.10) 

Thus, (8.3) becomes 

X (detJ.L) L Gj rr, (8.11 ) 
j= I,Z,3 

the desired canonical form. For any real constant X v' 

X=X" (8.12) 

is now recognized as the equation of a quadric surface Q" 
centered at the current edge r = 0 and whose principal axes 
are the rJ' axes. By letting X" range over suitable values, we 
generate a family! Q" J of quadric surfaces of constant X 
values. Within this context, we say that the function 1/1 pos
sesses quadrical symmetry. The analogy associated with 
(7.22) and (7.23) implies that the complement .pis, likewise, 
quadrically symmetric. 

According to (8.3) or (8.11), Qv is time invariant rela
tive to the translated r or r* frame, i.e., it is transported, 
without change, with the current edge. Now as we already 
know, the ellipsoidal wavefront 5 not only expands in rela
tion to the x frame, but also retreats from r = O. Inevitably, 
at some stage, it makes contact with Qv' We seek more infor
mation on the modes of contact, the subsequent intersections 
between Qv and 5 as well as the time durations of such inter
sections which will, among other things, indicate whether 
they persist indefinitely or terminate eventually. Some of 
these questions will be answered in Secs. 9 and 10. Signifi
cant physical situations arise only under X v > 0, which we 
tentatively assume. 

The fundamental case where v = 0 is special; since 
r = x, (4.21) reduces to 

X = A. 2XJ.L - IX T detJ.L, (8.13) 

which identifies Qv as an ellipsoid similar to and concentric 
with S. However, unlike 5, Qv is a time-invariant ellipsoid. It 
is crossed, with complete instantaneous coincidence, by the 
expanding 5 when t = X~12A. - z. 
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Hereafter, we assume that v#O, i.e., w#O. From (4.8) 
and (4.9), we deduce the following whenever S meets Qv' 
Regarding s· of (8.1), its third component 

s! = s! ±, 

where 

Iwls! ± =(..1 2 - w2)t ±X!!2; 

furthermore, 

Sf2 + S~2 + (s! + Iwlt)2 =..1 2t 2. 

(8.14) 

(8.15) 

(8.16) 

We then go on to conclude that S may meet Q,. along, at 
most, two possible sets of s· points, viz., 

{s· +} and {s* -} : s· ± = (sf ± ,s~ ± ,sf ±), (8.17) 

with s! ± given by (8.15) while 

w2 [(sf +)2 + (s~ -t- )2]_[At (Iwl-A) - X~I2] 

X [At (Iwl +..1) + X~I2], (8.18) 

w2[(sf~ ? + (s~ - )2]_[At (Iwl - A) + X~I2] 
X [At (Iwl +..1) - X!:,2]. (8.19) 

The meeting along ! s· ± } occurs if and only if 

(sf ± )2 + (s~ ± ?>O. 
Equation (8.14) is equivalently 

r o ( v~ - I )det~ = Iwls! ±; 

(8.20) 

(8.21) 

i.e., any single meeting between sand Qv under (8.20) occurs 
on a plane n,~ having an invariant orientation with its per
manent unit normal 

(8.22) 

However, according to (8.15) and (8.21), n v± is a traveling 
plane with instantaneous distance 

(8.23) 

measured from r = O. More precisely, we deduce from 
(8.17)-(8.19) that if the strict inequality in (8.20) holds, then 
the meeting on ll,~ occurs along a time-dependent closed 
circuit with equation 

[ro (k I ~ - 1/2) ] 2 + [ro (k2 ~ - 1/2) P 
= (det~) - I [(sf ± ? + (s~ ± )2], (8.24) 

where kl and k2 denote, respectively, the first and second 
rows of the matrix K T. 

At this stage, we suspect that when the equality in 
(8.20) holds, S touches Qv tangentially. To test this, we first 
verify via (2.5) and (7.6) that 

V(yow-A2t)2=2(det~)1/2(yow-A2t) L wjaj , 
j~ 1,2.3 

(8.25) 

which is then applied together with (7.26) to (4.9) to get 

v(x - Xv) = 2,,1 2(det~) 1/2 L aj (vj - Wjt ) 
j~ 1.2,3 

+ 2 (de1jL) 1/2 L (WjY - WYj )wTaj . 
j~ 1,2,3 

(8.26) 

Now, suppose the equality in (8.20) holds. Then 
sf ± = 0 = s~ ± , so that by (8.17), S meets Qv whenever 
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s· = (O,O,s! ± ), 

i.e., via (8.1), 

s = (O,O,s! ± )KT = wlwl- IS! ±, 

or 

Y = wlwl ~ I (s! ± + Iwlt ). 

Thus, 

(8.27) 

(8.28) 

(8.29) 

WjY = wYj (j = 1,2,3). (8.30) 

Since t > 0 and it is implicit that the x point vti:.s, then (8.16) 
discloses that s! ± #0 and s! ± + Iwlt #0. Whereupon, ap
plying (8.29) and (8.30) to (8.26) and comparing with (7.27), 
we deduce that if 

vex-Xv) 
n(Qv)= IV(x-Xv)1 ' 

the instantaneous unit normal to Qv' then 

(8.31) 

n(Q,. )sgn(s! ± + Iwlt) = n(S )sgns! ± (8.32) 

at the encounter snQv' Hence this encounter is indeed tan
gential. Now, from (2.6) and (7.6), 

also, 

w = (det~)1/2(vai,vaf,vaj); 

~ T -I 
L.. aj aj = ~ . 

j ~ 1,2,3 

Then using (8.29), we have 

(8.33) 

(8.34) 

L Yj aj = v~ -1(det~)ll2lwl-l(s!± + Iwlt). 
j~ 1,2,3 

(8.35) 

Consequently, by (7.27), (8.32) and (8.22): 

n(Qv) = v~ -llv~ -II-Isgns!± = n(ll v± )sgns! ±, 
(8.36) 

i.e., as should be expected, II v± serves as a common tangent 
plane at the contact between sand Qv' Finally, we establish 
from (8.28), (2.5)-(2.7) and (4.20) that this contact occurs at 

r = vlwl - IS! ±, (8.37) 

which lies on the current axis. It corresponds to the single 
element of ! s* ± }. 

9. HYPERBOLOIDAL SYMMETRY 

In this section, we shall extract specific details on the 
quadric surface Qv of constant X( = X v) for the case where 
the current edge vtEexts. Here, the function X vanishes ev
erywhere on the tangent surface C = C + U C _ and, accord
ing to (5.7) and (5.9), changes sign across C. This phenom
enon together with the canonical form of (8.11) rule out 
possibility (8.8). Thus only (8.9) is admissible. As 1/1= 0 
throughout extC _ n extC + ' we shall restrict all interests to 
intC _ u intC + wherein X > O. In particular, the symmetry 
quadric surface Qv lies within intC _ u intC + if and only if 
X,. > O. Its equation is, therefore, by (8.11), 

IG3 1r!2_IG21r!2_IGl lrf2= IXvl(det~)-I, (9.1) 

i.e., Qv is a hyperboloid of two sheets confined within 
intC _ u intC + to two subdomains: 
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(9.2) 

One sheet Q ,:- , say, lies inside the tangent cone C which 
serves as the asymptotic cone to Q" . The other sheet Q ,+ 
lies inside the complementary cone C, the asymptotic cone 
to Q,:. 

Evidently, Q ,: never meets 5. However, according to 
(8.18)-(8.20), a meeting along! s* - 1 between t and Q ,:
occurs if and only if 

r~t _, where t _ = X~,I2;l - 1 (Iwl +;l ) - I; (9.3) 

moreover, another meeting along ! s* + 1 arises if and only if 

r~t +, where t + = X:i2;l -1(lwl -;l) - I. (9.4) 

Clearly, t ± represents an instant where an encounter be
tween Sand Q " originates tangentially. Since t + > t _ , the 
tangential contact at t = t _ precedes that at t = t + ' Once 
each encounter is achieved, it is never broken. From (9.3), 
(9.4), (8.15), and (8.37), it can be deduced that both tangen
tial contacts occur at the same r location, viz., 

(r)/=, = (r)/~/ = -vX~,I2;l-llwl-l. (9.5) 

This repetition should of course be anticipated from our 
knowledge that both such contacts must occur along the 
current axis which intersects Q ,:- exactly once, plus the fact 
that Q ,-: (as well as Q ,: ) is invariant relative to the r frame. 
Now 

Ivt_1 = Ivlx~,/2;l.-I(lwl+;l)-I< Irl/~/, (9.6) 

i.e., the preceding tangential contact occurs directly on the 
left extension of the current path away from the latter's ini
tial origin at x = O. However 

Ivt+1 = Ivlx~/2;l-I(lwl-;l)-I> Irl/~/" (9.7) 

i.e., the succeeding tangential contact occurs directly along 
the "lighted" portion of the current conductor. 

A time sequence relative to the r frame can be conve
niently constructed by first translating each of the observed 
phenomena depicted, over different instances, in Fig. 3 until 
the various C cones with parallel generators coincide. 

FIG, 7, Case vlEexts: Three stages of development of 5 during its approach 
towards and subsequent interaction with Q, ,viz" I < I ,I < I < I , ' 
I> I , . The current axis intersects Q, at the common r location of the two 
tangential contacts expressed by (9,5), The complementary hyperboloidal 
sheet Q " and its asymptotic cone C t are not displayed, (NB The vector vI 

is shown explicitly for I < t .j 
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FIG. 8. Hyperboloidal symmetry throughout the time range t> t t 

Meanwhile the centers of the corresponding t ellipsoids 
must become detached. The resultant effect is the same as 
that of a medium moving with velocity - v past a stationary 
point source at r = O. The various stages are portrayed in 
Fig. 7. Originally, during t < t _ ,t is apart from Q ,,' but is 
approaching Q ,:- and is expanding simultaneously. It first 
touches Q ,:- at instant t _ , at the r point given by (9.5), and 
thereafter, over the period (t _ ,t + ), maintains a continual 
intersection with Q ,:- along an expanding closed circuit on 
the moving plane" ,:- with the invariant unit normal of 
(8.22). However, the left propagation of the expanding t 
brings it eventually into tangential contact again with Q ,:- at 
instant t + and at the same r point of(9.5). As with the first 
tangential contact, this second contact immediately devel
ops into a closed circuit. The latter expands, throughout 
t > t + , along another moving plane" ,+ parallel to and 
trailing" ,-: . The plane" ,;1= and its particular circuit of 
intersection with t are described respectively by (8.21) and 
(8.24), together with (8.15), (8.18) and (8.19). 

Figure 8 provides a detailed instantaneous representa
tion over the partially infinite time range t> t + . Along 
those finite portions of Q ,:- within !iJ + and intt, 1/1 pos
sesses a hyperboloidal symmetry with respective constant 
values 2X" \12, X,-: 112. But along those indefinite continu
ations beyond t, viz., broken line portions of Q v , 1/1- O. 
Likewise, 1/1 0 along the other sheet Q ,: (broken line sur
face) of the hyperboloid inside the asymptotic cone C + . The 
r! axis is the axis of the hyperboloid; it is generally inclined 
to the current axis, the actual inclination being, in principle, 
determinable via (8.2), (8.4), (8.6), and (8.10). The inclina
tion depicted in Fig. 8 is acute. This is incidental. It may well 
turn out to be obtuse; nevertheless, our main interpretation 
remains effective. 
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FIG. 9. Variation of X across colevel elliptical cross sections of Q ,. sheets. 

Consider the subfamily ! Q ,-:- J of hyperboloidal sheets 
generated inside C by letting X" run over suitable positive 
values. Suppose Q 1- ,Q 2- ,Q 3- ,. •• represent a sequence of 
sheets encountered via a retreat from C towards the rfaxis 
(see Fig. 9). Now, for any rf satisfying the strict inequality in 
(9.2), X takes the constant value X,. along an ellipse r,. (rf), 
the intersection of Q ,-:- with the plane at distance I rf I from 
the point r = O. Furthermore, if the same strict inequality 
holds over the various v's, this plane intersects {Q ; 1 to 
form a family of colevel concentric ellipses! rv (rf) J. We 
now deduce from (9.1) that 

(9.8) 

Evidently, at any rf-level, X increases through the values 
XI ,X2 ,'" as point r traverses the ellipses r l (rf),r2 (rf ),. .. 
to reach, ultimately, the rfaxis, thereby attaining a maxi
mum value I G 3 I rf2detp. However, X is unbounded inside C. 
Observe, on the other hand, that 1ft stays bounded inside C. 

Consider, next, an elliptic cylinder of uniform cross sec
tion, a typical cross section at level rf = rf", say, being cir
cumscribed by the ellipse rv (rfv) where the cylinder inter
sects the hyperboloidal sheet Q; (see Fig. 10). Along 
r v (rfv ), X therefore takes the constant value X" . Along the 
surface of such a cylinder, X depends solely on the axial co
ordinate rf. In particular X, again increases through 
X I ,X 2 ,X 3,,.·, this time, indefinitely and as the axial coordi
nate rf runs over rfl ,rf2 ,rf3 , .... In these respects, we say that 

. X exhibits an elliptical axisymmetry. 

10. ELLIPSOIDAL SYMMETRY 

We shall next examine Qv in the case where vtEints. 
Here, (5.20) holds for the canonical form (8.11) so that (8.9) 
becomes incompatible. Rule (8.8) now applies instead. There 
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FIG. 10. Elliptical axisymmetry: Single parametric dependence of X on rj 
along an elliptic cylindrical surface. 

is another way of viewing this: the real symmetric matrix H 
of (8.2) is positive definite as its eigenvalues 

A 2> 0, A 2 - w2(repeated) > ° 
in view of (5.19); also, the real matrix Jl - I/2K is nonsingu
lar; consequently, the matrix G of(8.4) is positive definite so 
that its eigenvalues G I , G2 , and G3 do satisfy (8.8). Thus, 
assuming X,. > 0, the central quadric Qv governed by (8.12) 
is presently an ellipsoid. 

FIG. 11. Case vt E ints: Three stages of development relative to the r frame, 
viz., t < t. , t _ < t < It + I, t> It + I. The current axis intersects Q" at the 
two symmetric r points (r)t _ and (r)lt.l . The closed circuit (of intersection) 
sn Q, .• which originates and terminates at these two points and propagates 
with the plane .4Il ,:- • is represented over four different instances during the 
course of its expansion and subsequent contraction within the period 
t_ <t< It, I· 
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Again, Q" plays a significant role only if it supports 
nontrivial values of 1/1, which we know exist strictly inside 
the ellipsoid s. The latter's variable geometric relationship 
with Q" is therefore an important factor again. Let us con
sider developments relative to the r frame. Now S travels and 
grows from an origin initially coincident with the center, at 
r = 0, of the invariant ellipsoid Q". Hence, it first evolves 
inside Q, which meanwhile plays an insignificant role. How
ever S must eventually cross Q" which then acquires signifi
cance as a surface of constant I/I(~O). To discuss the matter 
on firmer grounds, we appeal to (8.18)-(8.20) which dis
close: no meeting can be associated with! s + 1, while a meet
ing along ! s~ 1 occurs on the plane Jl ,:- if and only if 

t <J< It+ I, (10.1) 

with t + formally displayed in (9.3) and (9.4). The equality 
signs correspond to two tangential contacts. According to 
(8.15) and (8.37), and in direct contrast to the situation 
posed by (9.5), both these contacts occur at two symmetric r 
locations, viz., 

( ) 1/21 Ilwl - I, () 1/2 1 r r = - VX,' /l r II, I = VX,. /l Ilwl 
(10.2) 

Developments are schematically presented in Fig. 11. 
In a primary stage, the evolution of S inside Q, progresses 
until the instant t ~ when tangential contact between both 
ellipsoids is first established at r = (r)1 ,directly on the left 
extension of the current path. Thereafter, in the course of its 
translation and growth, S intersects Q" along a closed circuit 
on the plane Jl,~ with its normal constantly parallel to 
vl-L' I. As Jl ,:- propagates in the general direction of v, the 
closed circuit of intersection expands, initially from its origin 
at r = (r)1 ,and then contracts again. Ultimately, it degen
erates at instant It + I onto the diametrically opposite point 

r = (r)11 + ! where the encounter between sand Q,. turns tan
gential again, this time along the yet "unlighted" part of the 
current conductor. Immediately, then, S breaks contact per
manently with Q". From (8.15), (9.3) and (9.4), we see that 

Iwlsf - = 0 when t = Ht. + It + I), (10.3) 

i.e., in view of(8.23) and (10.2),f/ ,:- crosses the current edge 
at a mean instant and mean location in relation to contact 
making and contact breaking. Throughout t> It; I, 
ints::J Q", along which the corresponding 1/1 solution of 
(4.18) takes the constant value X ,:~ 112. However, during 
t <t< It I 1,1/1 X,;-1/20verthatportionofQ" insides, 
but vanishes identically over the complementary portion 
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outside S. Thus 1/1 is ellipsoidally symmetric. As in the pre
vious situation with hyperboloidal symmetry, one can go on 
to demonstrate an elliptical axisymmetry of X-
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Stability of streets of vortices on surfaces of revolution with a reflection 
symmetry 

David Hally 
Department of Physics, University of British Columbia, Vancouver, B. c., Canada V6T 1 W5 

(Received 16 May 1979; accepted for publication 6 August 1979) 

Helmholtz's theory of ideal vortex motion in two dimensions is generalized to flows on curved 
surfaces. The existence of a generalized vortex stream function is proved and used to generate 
conservation laws. In particular, the angular moment of circulation is related to invariance under 
scale transformations. The theory is used to derive criteria for stability of vortex streets on 
surfaces of revolution having symmetry under reflection in a plane whose normal is the axis of 
revolution. For the special case of the sphere it is found that only those vortex streets having six 
or fewer vortices per ring can be stable and that, in contradistinction to the results of von 
Karman, both symmetric and staggered vortex streets can be stable. 

1. INTRODUCTION 

The theory of vorticity is a field theory and, as such, is 
governed by partial differential equations. Helmholtz, 1 how
ever, pointed out that under the restrictive assumptions of 
perfect, incompressible, two-dimensional flow in which the 
vorticity is concentrated at N isolated points, the problem of 
determining the fluid motion is reduced to the solution of a 
system of first-order ordinary differential equations. Lin2 

proved that this system can be put into Hamilton's form 
provided that all boundaries are rigid. The Hamiltonian is 
called the vortex stream function and is closely related to the 
kinetic energy of the fluid. 3 

Lamb, in his well-known text: briefly outlines a meth
od for determining the motion of vortices on a curved surface 
under the assumption that the depth of the fluid is small in 
comparison with the principal radii of curvature of the sur
face. It is the purpose of this paper to examine such vortex 
systems in more detail. After defining the velocity field (Sec. 
2) and the velocity (Sec. 3) of a vortex the equations of mo
tion are derived and it is shown that for a large class of sur
faces an analog to the vortex streamfunction exists casting 
the equations of motion into symplectic form (Sec. 4). The 
constants of the motion associated with simple symmetries 
of the surface of flow are compared to with those of a vortex 
system in the plane (Sec. 5). The connection of the angular 
moment of circulation with in variance under scale transfor
mations is also discussed. The theory is then applied to vor
tex streets on surfaces of revolution having symmetry under 
reflection in a plane whose normal is the axis of revolution 
(Sec. 6). Criteria for their stability are derived and it is found 
that in the particular case of the sphere there are both sym
metric and staggered stable configurations, in contradistinc
tion to the results of von Karman for infinite vortex streets in 
the plane. s 

Ideal vortices have been used for many years to model 
atmospheric cyclones but almost exclusively in the tangent 
plane approximation (i.e., the surface of the earth in the im
mediate vicinity of the cyclone is assumed flat). 6-8 The atmo
sphere is assumed of constant density and very close to hy
drostatic equilibrium so that its thickness is nearly uniform. 

The cores of the vortices are assumed sufficiently large that 
the velocities induced by bending of their cores9 is negligible. 
It is tempting to try to extend such theories beyond the tan
gent plane approximation by means of the methods intro
duced in this paper. Unfortunately, none of the models is 
then acceptable because the variation of the Coriolis param
eter with latitude cannot be included satisfactorily. In par
ticular, the Coriolis terms create a source of vorticity so that 
the vorticity is no longer advected by the velocity field. It is 
also observed that at mid-latitudes the wind is nearly geo
strophic (pressure gradients balance Coriolis forces), where
as geostrophic flow and potential flow are incompatible un
less the Coriolis parameter is constant. 10 One must conclude 
that the vortices treated in this paper would not provide a 
satisfactory model for terrestrial cyclones. However, they 
might still be used as a first approximation for cyclones in an 
atmosphere in which the Coriolis force is not predominant. 

2. IDEAL VORTICES ON CURVED SURFACES 

We wish to examine flows on a surface characterized by 
the Riemannian metric: g;j (Xt,X2) ,i = 1,2, j = 1,2, where Xl 

and X2 are some coordinates. In the limit that the depth of the 
fluid is very small in comparison with the principal radii of 
curvature of the surface, one may suppose that the fluid ve
locity is everywhere tangent to the surface and does not vary 
with depth. The fluid velocity can then be represented by a 
covariant vector field V; . 

It will prove convenient to choose coordinates X,Y such 
that 

g;j(x, y) = D;jh 2(X, y) 

The line element for the surface is then ll 

ds2 = h 2(X, y)(dX2 + d y2) . 

For simplicity is is assumed that the whole region of flow is 
parametrized unambiguously by these "harmonic" coordi
nates. This amounts to a restriction to those surfaces topo
logically equivalent to arbitrarily connected sub-domains of 
the complex plane. 

Provided that the depth of the fluid is uniform the re-
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quirement for incompressible flow is 

i _ 2 ( avx av y ) V, =h (x,y) - + - =0, (2.1) 
ax ay 

the general solution for which is 

V = alJl -alJl 
, ay V,. = ay (2.2) 

for some real-valued function IJI (x, y) having cor,tinuous 
mixed second-order derivatives in the region of flow. 

The velocity field ofa vortex at (X",X2) is defined to be 
the incompressible velocity field having zero vorticity every
where throughout the region of flow (henceforth denotedD) 
except at (x",x 2

), i.e., satisfying (2.1) and 

(2.3) 

where E'} is the antisymmetric tensor density with EI2 = l.y 
is a constant known as the vortex strength. In harmonic co
ordinates (2.3) becomes 

avy avx " 
- - - = 2 1Tyt5(X - x )t5( y - y) 
ax ay 

(2.4) 

Substituting (2.2) into (2.4) one obtains 

'f IJI = - 21Tt5(X - x')t5( y - y') , (2.5) 

where ,/ = a2/ ax2 + a2 
/ a y2 and we consider only vortices 

of unit strength. 
If A (x, y;x', y') is regular throughout D and satisfies 

'\iA = 0, (2.6) 

then 

IJI (x, y;x', y') = A (x, y;x', y') 

- pn[(x - X')2 + (y _ y')2] (2.7) 

is a solution of (2.5) provided that the point at infinity lies 
outside D. By suitable choice of coordinates this is always 
possible unless there are no boundaries and the surface is 
closed. Koebel2 has proved the existence of functions IJI and 
A satisfying (2.6) and (2.7) for arbitrary rigid boundary con
ditions, while Lin2 has proved their uniqueness and reciproc
ity [i.e., that IJI (x, y;x', y') = IJI (x', y';x, y)]. Thus the velocity 
field of a vortex is well-defined on all surfaces topologically 
equivalent to multiply connected regions of the plane with 
rigid boundaries. 

For surfaces topologically similar to the sphere the 
above definition is insufficient as it is impossible to have a 
single point of isolated vorticity. Rather, there is a constraint 
that the sum of all vortex strengths must vanish. (Choose a 
closed contour. It divides the surface into two regions. The 
path integral of the velocity around the contour is equal to 
the integral of the vorticity in one region and the negative of 
the integral of the vorticity in the other. This yields 
21T:I y" = 0 .) The function IJI ofEq. (2.7) must therefore be 
interpreted as the streamfunction of a two vortex system: one 
with strength 1 at (x', y') and one with strength - 1 at infin
ity. Notice that a system of vortices at (x" ,Yn) with respec
tive strengths y" ,:Iy" = 0 , is still given by: :IYn IJI (x" ,Yn) 
as the vortex at infinity disappears due to the constraints on 
the y's. 

Since A is a real harmonic function in D, if D is simply 
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connected there is a conjugate harmonic function 
:I (x, y;x', y'), unique up to an additive constant such that 
(:I + iA ) (x, y;x', y') _ g(z;z'), z = x + i y, is an analytic 
function in D.13 Moreover, g(z,z') - i In(z - z') ¢> (z;z') is 
analytic everywhere in D except at z', and 1m¢> = IJI. Thus, ¢> 
is a complex potential for the flow: 

V -'V = d¢>(z) 
x I v • 

dz 
(2.8) 

It is unique up to an additive constant. The complex notation 
will prove useful for the calculations in Sec. 6. 

3. THE VELOCITY OF A VORTEX 

If (x'(t ), y'(t») is the position of a vortex at time t, then 
its (physical) velocity is u, = h (x',y')x';u y = h (x',y')j' 
where the dot denotes time derivative. One determines the 
velocity of a vortex as follows. 

The physical velocity field of a vortex is related to its 
covariant velocity field by Vx = h '(x, y) V, ;v v 

= h I(X, y) V y . Expanding the physical velocity field in 
terms of (z - z') and (i - i ') (it is most convenient to use the 
complex notation) one finds: 

v, - ivy = h I( -) d¢> (z;z') Z,z 
dz 

-ih '(z',i') iah I(z',i') (i-i') 

(z - z') az (z - z') 

'( , _') dg(z';z') iah '(z',i') 
+ h z ,z dz - az 

+O([z-z'[), (3.1) 

where for convenience we have used the same symbol, h, to 
denote the metric function despite the change in arguments 
from (x, y) to (z,Z). The first term in (3.1) yields a velocity 
field whose streamlines are concentric circles, the second, 
one in which the fluid flows radially. Neither of these terms 
prefers any direction and therefore cannot contribute to the 
motion of the vortex. The third and fourth terms are uniform 
fields in which the vorticity concentrated at z' must be con
vected according to the Helmholtz vorticity theorem.! The 
higher-order terms all vanish as z -+ Z' so that they, too, can
not contribute to the vortex motion. The velocity of a vortex 
of strength y at z' is therefore 

(3.2) 

where ¢> *(z) is the complex potential for the flow due to ex
ternal influences (e.g., other vortices). The first term gives 
the motion induced by the presence of boundaries. For ex
ample, for a vortex in the plane (h = 1) bounded by r = R, 
(r = {x2 + yl}'!2) , one finds ¢> (z;z') = iy In(z - z') 
+ iy In(R 2 - zi ') so that g(z;z') = iy In(R 2 - zi') and 
there is an induced velocity due to the boundary: U x - iu v 

= - iyi' /(R 2 - z'i') . The second term gives the velocity 
induced by the curvature of the surface offlow.IIl the case of 
a closed surface with no boundaries these also include the 
effects of the vortex at infinity. 

For the more general case when a complex potential 
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cannot be defined similar arguments yield for the velocity of 
the vortex: 

Ux =yh -1(X"Y')~(A(X,y;X"Y') 
ay 

+ pn[h(x,y)] + qt*(X'Y»)x~x' 
Y y~ y' 

U y = - yh -1(X',y') ~(A (x,y;x',y') 
ax 

+pn[h(x,y)] + qt*(x,y) )x~x' 
Y y~ y' 

(3.3) 

It might seem paradoxical that a vortex velocity field 
should contain radial terms such as the second in (3.1). This 
arises since v does not satisfy the divergence-free equation 
'V'v = 0, but rather 'V'v = - v''Vln h [from (2,1)]. By pro
jecting onto the plane "fictitious" source terms are intro
duced giving rise to the radial term. 

4. THE VORTEX STREAM FUNCTION 

Using (3.3), the equations of motion ofa system ofvor
tices with respective strengths and positions y" and (x", y,,) , 
n = 1, .. "N, are 

XI' = h - 2(X",y,,) ~(I'Yk qt(x,y;Xk'Yk) 
ay k 

)i" = 

+ y"A (x, y;X" , Yn) + !y" In[h (X,y)]) x ~x" 
y~ y" 

- h -2(X",y,,) ~(I'Yk qt(X,Yh'Yk) 
ay k 

+ y"A (x,y;x",y,,) + !y" In[h (x,y)] )x~x" 
y~ y" 

(the prime denotes a sum over all k=l=n). 

(4.1) 

Making use of the reciprocity of qt and A, (4.1) can be 
rewritten 

x"=(y"h\x,,,y,,»--I afl (XI'YI, ... ,XN,YN) 
ay" 

)i" = -(y"h 2(x",y,,»-1 afl (XI'YI'''''X'V,y,'V) , (4.2) 
ax" 

where 
s 

fl=1 I I'Y"Ykqt(X",y,,;Xk,Yk) 
f/ = 1 /.. 

.'V 

+! I fn{A(x",y";x,,,y,J+ In[h(x,,,y,,)]} (4.3) 
n-I 

fl is a generalization of the vortex streamfunction given by 
Lin. 2 

As shown in Appendix A, (4,2) can be put in the sym
plectic form: x = if - IVfl , where x is a 2N-dimensional 
vector, if is a symplectic 2-form and 'V is the exterior 
derivative. 

In the absence of boundaries one has (again making use 
of the complex notation), 

ifJ (z;z') = - i In(z - z'), g(z;z') = 0 

and the equations of motion are 
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(4.4) 

a In[h (Zn,Z,,)]) 
aZn 

(4.5) 

Routh '4 first drew attention to the properties of the vor
tex stream function under conformal transformations. His 
results were generalized by Lin2 who showed that under the 
conformal transformation z - i, the vortex stream function 
transforms as 

(4.6) 

where tildes denote transformed quantities (Lin's K is our 
21TY). Using (4.2) rather than Lin's (5.1) and duplicating his 
analysis, it is easily shown that on curved surfaces the vortex 
stream function transforms according to (4.6) provided 
h (z,Z) = ii (i,z), This ensures that the surface of flow re
mains invariant under the transformation. 

5. CONSTANTS OF THE MOTION 

Since the equations of motion can be put in symplectic 
form, there are conservation laws associated with infinites
imal transformations which leave the vortex streamfunction 
invariant. In particular, ifs is a Killing vector for the surface 
of flow which is respected by all boundaries, then symmetry 
and the uniqueness of fl imply that fl is invariant under 
translations along S. 

If, for example, h h (x) then Sx = 0; S y = 1 is a Kill-
ing vector with which is associated the conservation law 

(5.1) 

If h h (r) with r = (X2 + y2)1/2 , then Sx = - y; 
S y = x is a Killing vector with which is associated the con
servation law 

i Ynfh2(rn)rndr" =const. 
11=1 

(5.2) 

For flow in the plane, (5,1) and (5.2) yield the conservation 
of center of circulation and moment of circulation, 
respectively. 

The vortex stream function itself is conserved as a con
sequence of the symplectic form of the equations of motion. 

For the vortex systems in the plane there is another 
conserved quantity known as the angular moment of 
circulation 

N 

I y" (Xn y" - Xn )ill) = const. (5.3) 
n=1 

A generalization to curved surfaces is obtained as follows. 
Suppose h is a homogeneous function of order A, i.e" 

h (ax,a y) = ai, (x, y) . Physically this means that the surface 
is invariant under scale transformations (x, y) - (ax,a y). If 
the boundaries are also invariant then the uniqueness of fl 
implies that 

fl (ax I ,a YI , ... ,axN,a YN) = a''fl (XI' YI ... ,XN, YN) 

+ b(a) (5.4) 

for some constants v and b (a), Differentiating with respect to 
a and putting a = 1 gives: 
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N( an an) 2: Xn -- + Yn -- = vn + const. 
n=1 aXn aYn 

(5.5) 

Using (4.2) and the fact that n is a constant of the motion 
one finds, 

N 2: Yn h 2(xn' YnK~n Yn - Xn Yn) = const, (5.6) 
n= 1 

which reduces to (5.3) when h = 1. Thus, the angular mo
ment of circulation is a conserved quantity associated with 
in variance under scale transformations. 

6. STABILITY OF VORTEX STREETS ON SURFACES OF 
REVOLUTION 

The theory of the preceding sections is now applied to a 
problem similar to the classic questions of Thomson15 and 
von Karman5: Are double rings of vortices arranged sym
metrically around the axis of a surface of revolution stable? 

A surface of revolution is characterized by: h = h (r ), 
r = (X2 + y2) 1/2 • Introducing the angular coordinate 
¢ = arctan (ylx) the line element becomes ds2 = h 2(r) (dr 
+ r 2d ¢ 2) . If in addition it is required that the surface be 

symmetric under reflection in a plane whose normal is the 
axis of revolution and which contains the line r = 1, the line 
element must be invariant under the transformation 
r ---+ r -- I . This imposes the further restriction that 

rh(r)=r -Ih(r- I). (6.1) 

The symmetries of such a surface suggest that the mo
tion of a ring of vortices each with strength y, uniformly 
distributed around the line r = r 0 , and a similar ring with 
vortices of strength - y on the line r = r 0- I , should be 
especially simple. Such a configuration is called a vortex 
street. There are two possible cases: staggered and 
symmetric. 

A. Staggered vortex streets 

The vortices of a staggered vortex street are situated 
initially at 

r n = r 0' ¢ = 2'TTinIN, n = 1, ... ,N, strength y, 

r m = r 0 \ ¢ = (2m + 1)'TTiIN, m = 1, ... N, 

strength - y 

or, in complex notation, 

Zn = r 0 exp[2'TTinIN], n = I, ... N, strength y, 

Zm = ro I exp[(2m + 1)'TTiIN], m = 1, ... ,N, 

strength - y. 

Trying a solution of the form 

Zn = r (t) exp[(2'TTinIN) + iwt ] , 

Zm = r -- I(t) exp{ [(2m + l)'TTiIN] + iwt } 

in the equations of motion (4.2) one finds: 

(6.2) 

(6.3) 

(6.4) 

N N p(ro) 
r (t) = r 0' w = "'I - - - -- (6.5) 

1+ r 0' 2 2 

where p(r) = 1 + [r h '(r )Ih (r )], and the unit of time has 
been taken to be r ~h 2(r o)/y . (6.5) also involves the evalua
tion of the sums, 
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N 2: [1 - exp (2'TTinIN)] - 1= !(N - I), (6.6) 
,,=1 

N 2: {I - x exp [(2n + 1)'TTiIN]) - 1= N 1(1 + x N
) 

11= I 

(6.7) 

(see Appendix B). The vortex street thus rotates rigidly 
about the axis of revolution with angular velocity given by 
(6.5). 

To examine the stability of this configuration consider 
small deviations from the motion: 

Zn(t) = [r 0 exp (2'TTinIN) + En (t) ]eiwt
, n = 1, ... ,N 

Zm(t) = {r 0 I exp [(2m + 1)'TTiIN] + Dm(t )k,ut , 

m = 1, ... ,N (6.8) 

Substituting into the equations of motion and expanding to 
first order in the E'S and D 's yields: 

..:. (2:' (En-Ek ) 

En = k {I - exp [2'TTi(k - n)IN]P 
N (En -Dm) 

- m~1 {1-r o-
2 exp[(2(m-n)+1)'TTilN(P 

+P(ro)En +Q(rO)En exp(4'TTinIN» 

><.i exp (- 4'TTinIN), (6.9) 

8=(--2:' (Dm-D k
) 

m k {I - exp [2'TTi(k - n)IN]P 
f (Dm - En) 

+ ~ 2 2 ,,~I (l--roexp![2(n-m)-I]'TTilNl) 

-P(ro I)Dm -Q(ro 1)8", exp[2(2m+ 1)'TTiINl) 

Xi exp[ - 2(2m + 1)'TTiIN] , (6.10) 

where 

per) = !rp'(r) + (p(r) - 1)(w -!), 

Q (r) = !r p'(r) + p(r)w . 

The solutions are of the form 

E" = a exp [2'TTi(1 + M)nIN + iAt 1 
+ b exp [2'TTi(1 - M)nIN - iAt ] 

Dm = c exp [(2m + 1)(1 + M)'TTiIN + iAt ] 

+ d exp [(2m + 1)(1 - M)'TTiiN - iAt ] . 

Substituting into (6.9) and (6.10) gives: 

[A+Q(ro)]a+Ab+r~T, .w(r~)d=O, 

Aa + [ - A + Q (r o)]b + r ~ T, fW(r 6)C = 0, 

T, 'M(r~)b+ [-A +Q(ro)]c+Ad=O, 

T, _w(r6)a+Ac+ [A+Q(ro)]d=O, 

where 

A =SI I.tt +P(r o )+ T,,(r o 2) 

(6.11 ) 

(6.12) 

(6.13) 

(6.14) 

= Q(r 0) - !M(N - M) + N 2/(r;; + r 0')2, (6.15) 

SL = "2: 1 
1- exp(--2rriLkIN) =1(N-L)(2-L), 

"I [1- exp(-2rrikIN)]2 2 

(6.16) 
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TL(X)= -x-1TN_L+l(X-I) 

N exp[(2k + I)L1TiIN] 

k~1 {I-xexp [(2k+ I)1TiIN]F 
NxN - L [(L - 1 )xN - (N - L + 1)] 

(1 + XN)l 

L= I, ... ,N, (6.17) 

and where (6.1) has been used to evaluate P(r 0- I) and 
Q(ro- I). There are nontrivial solutions of (6. 14) only if 
a = ± r 6d and b = ± r 6C. Then 

[A + Q(ro) ± r6TI _M(r6)]a +Ab = 0, 

Aa + [-A + Q(ro) ± r~TI_M(r6)]b = 0, (6.18) 

whence for nontrivial solutions: 

A ~ =F r H TI -t M (r 6) - TI _ M (r 6) ],.1, M + A 2 

- [Q (r 0) ± r ~ TI "M (r 6) ][ Q (r 0) ± d TI + M (r 6) ] 
=0, 

A is real and the M th modes are stable if: 

r~[TI rM(r~)-TI_M(r6)]1 

> 4!A2- [Q(r o)±r6TI_M(r6)] 

X [Q (r 0) ± r 6 TI + M(r 6)] J 

(6.19) 

(6.20) 

Making use of (6.15)-( 6.17), one finds that for the stability of 
the staggered vortex street: 

(2C±D)(4q-2C±D» 0, M= I, ... ,N, (6.21) 

where 

C = (Q - A )/N 2 = ~x(l - x) -! sech2 Gy), (6.22) 

D = r6 [TI +M(r6) + TI_M(r~)]/N2 
x cosh [(1 - x)y] - (l - x) cosh (xy) 

2 coshl(!y) 

q = Q IN 2, X = MIN, y = N Inr 6 . 
(6.23) 

(6.24) 

Since the stability criterion is invariant under r 0 -->- r 0- 1 and 
under M -->- N - M, it is sufficient to suppose that !,:;;x,:;; 1 
andy:;;. O. 

When x = 1 (M = N) then D =! sech2(!y) = - 2C 
whence the lower signs in (6.21) require that for stability 

q < O. (6.25) 

The upper signs give a left side of zero. These modes corre
spond to a small rotation of the system about the axis of 
revolution, and to a small enlargement of the separation of 
the rings of vortices. Both are stable modes. [Note that for 
each M there are four modes since (6.19) is quadratic in AM'] 

B. Symmetric vortex streets 

The vortices of a symmetric vortex street are situated 
initially at 

r,,=r o' ¢=21TinIN, n=I, ... ,N, strengthy, 

r m = r (;" 1, ¢ = 2rrimlN, m = I, ... ,N, strength - y. 
(6.26) 

Proceeding exactly as for the staggered case one finds that 
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the configuration rotates rigidly about the axis of revolution 
with angular velocity 

N N p(ro) 
w* = --- - - - ---

I- r6N 
(6.27) 

2 2 

and that it is stable if 

(2E ± F)(4q* - 2E ± F) > 0, M = I, ... ,N, (6.28) 

where 

E = !x(I - x) + ~ csch2 (!y) 

F= (1 - x) cosh (xy) + x cosh[(1 - x)y] 

2 sinh1 qy) 

q* = [ ir 0 p'(r 0) + p(r o)w*j/N2 . 

Again we may suppose that !<x,:;; 1 and y:;;. O. 

(6.29) 

(6.30) 

When x = 1, E = 2F = !csch2qy). The upper signs in 
(6.28) then require that q* > 0 for stability. The lower signs 
are interpreted as in the staggered case. 

As shown in Appendix C, 2E ± F> 0, so that the crite
rion for stability is reduced to 

4q*-2E-F> 0, M= 1, ... ,N-l, q*> 0. (6.31) 

7. A SPECIAL CASE: THE SPHERE 

Suppose the surface of flow is a sphere. Its line element 
in spherical polar coordinates is ds2 = R 2(d() 2 

+ sin2()# 2) . Introducing the coordinate r = tan(!() one 
can rewrite the line element in harmonic form: ds2 

= 4R 2(1 + r 2)- 2(dr + r 2# 2) , whence 

h (r) = 2R (1 + r 2) - I, p(r) = (1 - r 2)/(1 + r 2) 
(7.1) 

A. Staggered vortex streets 

From (6.5), (6.12), (6.24) and (7.1): 

Q = -! -! tanh2 (y/2N) +!N tanh(yI2N) tanh<!y) . 

(7.2) 

Treating y and N as independent variables and differentiat
ing, it is easily seen that: 

aQ:;;. Oify:;;. o and N:;;. 1. 
ay (7.3) 

Thus, for each N there is exactly one Y N such that 
Q(Ys,N) = O. Now, let a = y12N. Then one can write 

But 

Q = _ tanha ((1 + tanh2a)a ) - -'-----....:....-. - y tanh! y 
4a tanha 

1 < a(1 + tanh"a) < 1 + 2a if a> 0 
tanha 

since 

1 < __ a_ < 1 + a if a> 0. 
tanha 

Therefore, 

Q <Oifytanh~y<I,i.e.,ify<1.55 

Q> 0 ify tanh !y> 1 + y12N. 
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Let y* N tanh y* N = 1 + y* N /2N . It is easily shown that 
dY*N/dN<,O. Moreover'Y*N < 1.6 if N> 12. Checking 
N = 1, ... ,12 numerically one finds that YN < 1.6 if N> 3 so 
that Q> 0 and the vortex street is unstable, if Y > 1.6 and 
N> 3. Ify< 1.6, then 

4q-2C+D 
> 4Q /N 2 

- 2C> - N - 2 - i + iN - 2 + t sech2 (ty) 

> - 3/(4N 2
) + 0.0297> 0 (7.4) 

if N > 5. Hence if y < 1.6 and N> 5 there is instability if 
2C + D < o. Numerical analysis shows that if y < 1.6 and 
x = 0.58 then 

2C + D<i - t sech2 (ty) + D<O (7.5) 

Since aD / ax> 0 (Appendix C), (7.4) holds for !<'x < 0.58. If 
N> 6 there is always a mode with x <0.58 [either M =!N 
or M = !(N + 1)] so that there is always an unstable mode. 
Therefore all staggered vortex streets with N> 6 are unsta
ble. Examining all other cases numerically one finds: 

N = 2, stable if 0 < y < 1.10, i.e., if 90° > e> 74.5", 

N = 3, stable if 1.55 < y < 1.63, i.e., if74.6 < e < 75.4°, 

N> 3, unstable. 

B. Symmetric vortex streets 

On the sphere 

Q* = -! -! tanh2 (y/2N) + tNtanh(y12N) coth (ty) 

<, -! + tN, since tanh(ax)ltanh x < 1, 

ifa<l. (7.6) 

Therefore 

4q* - 2E + F < (2N - 1)/N 2 
- x(l - x). (7.7) 

If N is even one can put x = t, whence 

4q* - 2E + F < - (N 2 - 8N + 4)/ N 2 < 0, if N > 7 . 
(7.8) 

If N is odd one can put x = t(1 + liN), whence 

4q*-2E+F< _(N2-8N+3)/N2<0 ifN>7.(7.9) 

Therefore all symmetric vortex streets with N> 7 are unsta
ble. Upon examining (6.31) numerically one finds: 

N = 2, stable if y > 4.245, i.e., e < 38.2°. 

N = 3, stable if y > 5.302, i.e., 8 < 44.9°. 

N = 4, stable if y > 7.596, i.e., e < 42X 

N = 5, stable if y > 10.430, i.e., 8 < 38.8°. 

N=6,stableify> 17.76, i.e., 8 <25.7°. 

N = 7, unstable 

One sees, then, that the curvature of the surface of flow 
produces qualitatively different results than those of von 
Karman for flows in the plane. In particular, there are both 
staggered and symmetric stable vortex streets. 
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APPENDIX A: MATHEMATICAL FORMALlSM'6 

Let M be a two-dimensional manifold with metric ten

sor g. One may define a two-form ()"* by: ()"* = E(detg)' , 
where E is the antisymmetric tensor density with EI2 = I . 
There is a natural extension of ()"* to a two-form on the 2N
dimensional manifold M N , namely, the unique two-form ()" 
satisfying: O"(dx l x ... XdxN,d / x.·· Xd 1''') = !-;; _ I y" 
X (}"*(dx",d y"), where y" ,n = 1, ... ,N, are constants. Note 
that kef(}" = 0 and ()" is differentiable everywhere. ()" thus in
duces a symplectic structure on M N (N.B. V()"* = ° since 
nontrivial three-forms cannot exist on a two-dimensional 
manifold). 

Suppose now that n is some scalar function on M N . A 
natural flow is induced, the equations of motion of which are 

dx I n ..III 
-=()" V graw~, 
dt 

(AI) 

where x denotes position on M N and V is the exterior de
rivative. Notice that dn /dt = Vndx/dt = (}"(n,n) = ° so 
that n is conserved. In harmonic coordinates ()"* = h 2(X, y)E 
and (AI) becomes (4.2). 

In harmonic coordinates, the requirement that G gener
ate an infinitesimal coordinate transformation, X = gradG, 
becomes: 

X" = (y"h 2(X",y,,»)- I :G , n = 1, ... ,N, 
Yn (A2) 

n (2 ») I aG - I N X = - Yn h (xn,Yn -a' n - , ... , . 
Xn 

These may be used to generate the constants of the motion in 
Sec. 5. 

APPENDIXB 

All the special sums necessary for the calculations of 
Sec. 6 can be evaluated easily once: 

Rw(z)=:± exp(21TiMnIN) , 
, ,,~l [I - Z exp(21Tin/N)F 

Z complex, M = I, ... ,N (BI) 

is known. Suppose first that \z\ < I. Then 
:V 

Rw(z) = 2: exp (2mMn/N) 
n ... 1 

X ! kzk I exp [21Tin(k - I)IN 1 (B2) 
, -- I 

The infinite series is absolutely convergent allowing the re
ordering of the sums: 

'X., .'\1 

Rw(z) = 2: kz' I 2: exp [21Ti(M + k - l)n/N 1 (B3) 
J.. -·1 II --I 

The second sum vanishes unless M + k - 1 = r N, r an 
integer. 

Rw(z) = ! N(r N - M + l)zrV M 

r -. 1 
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= Nd Idz[?- M+ 1/(1 - ?») 
N [(N - M + 1 )ZN - M + (M _ 1 )Z2N - M ) 

(1_~N)2 

(B4) 

Both the right side of (B4) and the right side of(BI) are 
analytic in all regions of the complex plane excluding the 
2N th roots oft; hence, by analytic continuation, (B4) is valid 
for all z. 

To evaluate T M(X) put z = xe1Ti
/
N . 

SM = lim [RN(z) - RM(z)] , 
z ~ 1 

which is evaluated straightforwardly using I' Hopital's Rule. 

APPENDIX C: PROPERTIES OF D AND 2E ± F 

a) Let f(x, y) = cosh[y(1 - x)] + (I - lIx)cosh(yx). 
Then 

af =x-2cosh(yx)[l-xytanh(yx)] 
ax 

+ y(sinh(yx) - sinh(y(1 - x») 

> 0 if!<x<1 and y< l.2/x. 

One can always choose !<x<i whence ify < 1.6, a flax> 0 
and f(x,y»f(!,y) = O. Therefore, D = !xf(x,y) 
X csch2(1y) > 0 and aD lax = ! csch2(!y)alax(xf» 0 if 
y < 1.6. 

b) Let g(x, y) = (1 - x) cosh(x y) + x cosh[(l - x) 
xy] - cosh(!y). Then 

217 J. Math. Phys .. Vol. 21. No.1. January 1980 

ag =x(l-x)sinh(xy)-sinh[(1-x)y] -!sinh!y 
ay 

<¥2sinh! y) - !sinh! y = 0 if !<x< I . 

Therefore, g(x, y»g(x,O) = 0 whence O<F<!c0sh! y 
Xcsch2!y. Thus2E ± h2E - h! + !csch2!y - !c0sh!y 
xcsch2!y =!O - sech!y» 0 

'H. von Helmholtz, Crelle's Journ. (1858), Trans. Philos. Mag. Ser. 4, No. 
226 Supp. 33, 485 (1867). 

'e.C. Lin, On the Motion 0/ Vortices in Two Dimensions (Vniv. Toronto, 
Toronto, 1943). 
'G.K. Batchelor, An Introduction to Fluid Dynamics (Cambridge V.P., 
Cambridge, England, 1967), p. 530. 

'H. Lamb, Hydrodynamics, (Cambridge, V.P., Cambridge, England, 
1916), 4th ed., Art. 80, Ch. IV, p. 101. 

'T. von Karman, Phys. Zeitschr. 13,49 (1912). 
'T.e. Yeh, J. Meteor. 7,108 (1950). 
7H. Kuo, J. Meteor. 7, 247 (1950). 
"F.A. Berson, Tellus 3,172 (1951). 
'G.K. Batchelor, op. cit., p. 510. 
IOOther objections are voiced by R.W. James, J. Meteor. 9,447 (1952). 
"See for example L.P. Eisenhart, Riemannian Geometry (Princeton V.P., 

Princeton, N.J., 1926), Sec. 28. 
"P. Koebe, Acta Math. 41, 306 (1918). 
"See for example J.B. Conway, Functions o/One Complex Variable (Spring
er-Verlag, New York, 1973), p. 254. 
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ERRATA 

Erratum: Exact solutions of some multiplicative stochastic processes [J. 
Math. Phys. 20, 45 (1979)] 

K. W6dkiewicz 
Institute of Theoretical Physics. Warsaw University. Warsaw 00-681. Poland 
and Department of Physics and Astronomy. University of Rochester. Rochester. New York 14627 

Because of a printing error Eq. (2.4) should read: 

Z [/'/*] = exp [ -! I d71 d72(/*(71),/(71» 

(
/*(72»)] 

X..1 (71,72) /(7
2
) . 

Erratum: Note on the stability of the Schwarzschild metric 
[J. Math. Phys. 20, 1056 (1979)] 

Robert M. Wald 
Enrico Fermi Institute. University of Chicago. Chicago. Illinois 60637 

The first sentence below Eq. (10) should state domA 
CdomA 112. Equation (14) should be corrected to read 

any C ~ compact supportio one can find a vector tPEdomA 
such thatA¢ =io' Thusio CdomA- I CdomA -112.] 

I I!(t,r*) \2 dr* <211fo11 2 + 211 A - 1/2ioI1 2
• (14) 

[Thatio lies in domA - 112_and thus that IIA - 1/2 io II is 
finite-may be verified as follows. Except for the I = 0 scalar 
case (where stability can easily be proven directly), for the 
radiative modes of scalar, electromagnetic, or gravitational 
perturbations, analysis of the static solutions shows that for 

Equation (19) should be corrected to read, 

I f(t,r. W< I I fo 12dr. + IIA .. 1/2.10 112 

+! IloAfo dr• + i I lio 12dr •. (19) 

The stability conclusions are, of course, unaffected. 

Erratum: Characteristic surfaces and characteristics initial data for the 
generalized Einstein-Maxwell field equations 
[J. Math. Phys. 20, 1745 (1979)] 

Gregory Walter Horndeski 
Department of Applied Mathematics. University of Waterloo. Waterloo. Ontario. Canada 

(Received 4 September 1979; accepted for publication 3 October 1979) 

The following remark should be added immediately be
fore the last paragraph of Sec. 3. 

Remark: Since the data presented in sets I-VIII is char
acteristic, Eq. (2.12) implies that this data must satisfy a 
further constraint, viz., that the 9 X 1 vector appearing on 
the rhs ofEq. (2.12) must lie in the image of the 9 X 9 charac
teristic matrix. This condition is met by the data presented in 

sets II, V, and VII. The data given in sets I and IV will satisfy 
this constraint provided A = 0, in which case the resulting 
data is a special case of the data presented in sets II and V 
respectively. The data given in set VIII will satisfy the re
quired condition when B uBa* - 11k. At present it does 
not appear to be possible to modify the data given in sets III 
and VI to be compatible with the additional constraint. 
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